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CHARMM (Chemistry at HARvard Macromolecular Mechanics) is a highly flexible computer program which uses empirical energy functions to model macromolecular systems. The program can read or model build structures, energy minimize them by first- or second-derivative techniques, perform a normal mode or molecular dynamics simulation, and analyze the structural, equilibrium, and dynamic properties determined in these calculations. The operations that CHARMM can perform are described, and some implementation details are given. A set of parameters for the empirical energy function and a sample run are included.

I. INTRODUCTION

In recent years, the usefulness of empirical energy functions for investigating the physical properties of a wide variety of molecules has been demonstrated.1–8 Studies range from those concerned with the structures, energies, and vibrational frequencies of small molecules,9–14 through those dealing with Monte Carlo and molecular dynamics simulations of pure liquids and solutions,15–25 to the analysis of the conformational energies and fluctuations of large molecules, such as proteins and nucleic acids in vacuum, in solution, and in a crystal environment.24–33 It is desirable to have available a general and flexible computer program which can efficiently handle all aspects of such computations with empirical energy functions for the various systems of interest. In this article we describe the design of such a program (CHARMM) and give details concerning its implementation. It is possible with the present version of the program to model build the structure of interest, energy minimize that structure by first- and second-derivative techniques, perform a normal mode or molecular dynamics simulation, and analyze the structural, equilibrium, and dynamic properties determined in these calculations. Currently, CHARMM can treat isolated molecules, molecules in solutions, and molecules in crystalline solids. The information for proteins, nucleic acids, prosthetic groups (e.g., heme groups), and substrates are available, and the extension to other molecules is straightforward. A wide range of analysis is possible, including static structure and energy analysis, structure and energy comparisons, time series, correlation functions and statistical properties of molecular dynamic trajectories, and interfaces to computer graphics programs.

In developing the program, we have concentrated on three aspects of its design that lead to an efficient calculational system. First, the program should complete a specific task in as short a time as possible; second, we have attempted to simplify the input necessary to obtain any desired results; and third, we have tried to make it easy to understand and modify the program. It is these aspects of the program which have concerned us most and which have led to some original aspects in its implementation.

The organization of the program is presented in Figure 1. Table I gives a brief description of each of the boxes in the figure. The support routines indicated in the figure provide the programming
Figure 1. Organization of CHARMM. The top half of the figure shows the major groupings of commands under CHARMM. The bottom half outlines the support subroutines which provide the programming environment for the implementation of CHARMM. Table I gives a verbal description of the boxes in the figure.

Table I. An overview of CHARMM (see Fig. 1).
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The CHARM energy function is available as a subroutine called in many different parts of the program for tasks including total energy evaluation, first and second derivative evaluation, and term by term analysis of the potential energy. Dynamic memory allocation routines written and called in FORTRAN are used in many parts of the program to maximize the flexibility of the storage allocation and minimize demands on the host system. A free format string manipulation library used for input and command parsing and for adaptable formats for output. A variety of subroutines exist for sorting and searching arrays, manipulating linked lists, performing arithmetic on arrays and vectors, performing common input/output support, and other useful miscellaneous functions.
environment for the implementation of the commands in CHARMM.

In this article, we describe the energy expression in Sec. II and the generation of data structures required to compute the energy in Sec. III. This order is followed because the energy expression provides the rationale for the generation process. The generation of unknown coordinates and the manipulation of conformations is described in Sec. IV. In Sec. V, we outline the energy manipulations required for energy minimization, normal mode analysis, and dynamics. The analysis facility is discussed in Sec. VI. In Sec. VII, we treat specific programming aspects of CHARMM that made it possible to implement the desired design features of CHARMM. Section VIII presents the discussion and conclusions. Appendix 1 gives a set of parameters for the explicit hydrogen representation of molecular structure. Appendix 2 gives a sample CHARMM run on a small molecule which demonstrates many of the program features. A table of execution times for a few representative tasks is given in Appendix 3.

A number of programs with some similar features have been described. By not comparing these programs with the one presented here, we do not mean to imply that our implementation is preferable, but rather to limit the discussion to the present program and demonstrate how its design features have made it a useful research tool. The closest in conception and formulation to the present program is the program AMBER, which is based, as is CHARMM, on the macromolecular program developed at Harvard by Bruce Gelin and Martin Karplus.

II. THE EMPIRICAL ENERGY FUNCTION

In this section, we describe the empirical energy function that is used in CHARMM.

A. Atomic Representation

The fundamental unit used in CHARMM is the atom. An atom is considered to be a charged point mass with no directional properties and without internal degrees of freedom. Masses are expressed in atomic mass units. Each atom of a real system could correspond to a single atom in CHARMM, but for large systems some (or all) hydrogens are combined with neighboring heavy atoms to which they are bound. This combining of atoms is referred to as the "extended-atom representation." For the peptide group and amino acid side chains, it has been shown that the extended-atom dihedral angle potentials can essentially reproduce those obtained from an all-atom representation. Some advantages and disadvantages of the extended-atom approximation are presented.

Advantages:

1. The most important advantage of extended atoms is that they significantly reduce the size of most problems, since roughly half of the atoms in biological or other organic molecules are hydrogens. This results in fewer nonbonded interactions and internal degrees of freedom.

2. Motions involving heavy atoms are separated from hydrogen stretching motions. The large gap in the IR spectra between these types of motions implies that removing one type should have a small effect on the other.

3. Larger dynamics integration step sizes can be used by not including hydrogens since the small mass of hydrogen atoms requires a smaller time step for accurate integration.

4. Hydrogen positions are usually not available from x-ray crystallography and must be generated from the heavy atom coordinates.

Disadvantages:

1. It is difficult to represent accurately hydrogen bonding, since the position of a hydrogen atom has a large effect on hydrogen bond strength. When only heavy atom positions are included, a crude approximation to the hydrogen bond must be introduced.

2. Dipole and quadrupole moments are lost combining hydrogens into extended atoms; e.g., the loss of a dipole in a N–H bond can adversely affect its interaction with other nearby groups.

3. There is a loss of steric effects to hydrogens, since an extended atom is always spherical.

4. Hydrogen coordinates are necessary for some types of analysis (e.g., proton and $^{13}$C-NMR phenomena).

The extended atom representation has been shown to provide a satisfactory representation of the internal vibrations and bulk properties of small molecules including simple peptides. In the past, when computational considerations posed severe limitations, the extended-atom rep-
representation was used for all groups involving hydrogens. More recently, with improvements in efficiency and increased computing power, only aliphatic hydrogens, which are not significantly charged and cannot participate in hydrogen bonds, continue to be represented as extended atoms. In this way, the most important disadvantages of the extended-atom representation are removed [(1) and (2) above]. For small molecules, all atoms can easily be included explicitly. Consequently, all three options are supported by CHARMM (all hydrogens, explicit hydrogen-bonding hydrogens only, and extended atoms only). See Appendix 1 for a list of atom types.

B. Functional Forms

The empirical energy function is made up of a sum of many terms. Some of these have optional forms or parameters, and others are optional altogether. The CHARMM energy function is based on separable internal coordinate and pairwise nonbond interaction terms. The total energy is expressed in the form

\[ E = E_b + E_\theta + E_\phi + E_\omega + E_{vdw} + E_{el} + E_{hb} + E_{cv} + E_{c_\phi} \]  

where the formula for each of these terms is presented below. For each type of term, the relevant definitions and discussion follow in the text.

(1) Internal energy terms

Bond potential:

\[ E_b = \sum k_b (r - r_0)^2 \]  

(2)

Bond angle potential:

\[ E_\theta = \sum k_\theta (\theta - \theta_0)^2 \]  

(3)

Dihedral angle (torsion) potential:

\[ E_\phi = \sum |k_\phi| - k_\phi \cos(n\phi), \text{ where } n = 1,2,3,4,6 \]  

(4)

Improper torsions:

\[ E_\omega = \sum k_\omega (\omega - \omega_0)^2 \]  

(5)

The first two terms account for bond and angle deformations, which in most cases at ordinary temperatures and in the absence of chemical reactions are sufficiently small for the harmonic approximation to apply. The torsion energy term is a four-atom term based on the dihedral angle about an axis defined by the middle pair of atoms. For this term, the energy constant may be negative (indicating a maximum at the cis conformation), and there may be several contributions with different \(k_\phi\) and different periodicities for a given set of four atoms. The improper torsion term has been designed both to maintain chirality about a tetrahedral extended heavy atom (e.g., an \(\alpha\) carbon without an explicit hydrogen), and to maintain planarity about certain planar atoms (such as a carbonyl carbon) with a quadratic distortion potential; without such a term, out-of-plane potentials tend to be quartic. In addition, this term provides a better force field near the minimum-energy geometry, which is important for dynamics and vibrational analysis. Figure 2 depicts an improper torsion where the axis used to compute the dihedral angle is along \(B-C\).

Force constants \((k_x)\) and geometric constants \((r_0,\theta_0,n,\omega_0)\) are selected from the parameter table (which are read into CHARMM) based on the atom types of the atoms involved. For bonds and angles, the atoms’ types must match. For the four-atom terms, the ability (but not the necessity) to use a “wild-card” specification \((X)\) that can correspond to any atom type greatly reduces the potential size of the parameter lists. Appendix 1 gives a list of parameters used for proteins. Parameters for nucleic acids are available in the literature.\(^{30}\)

Force constants have been obtained by fitting to vibrational data in some cases\(^{4,50,51}\) and from the literature for others.\(^{10,30,36}\) For the most part, geometric constants have been derived from crystallographic data.

First and second derivatives of the torsional potential with respect to Cartesian displacements are found by multiple use of the chain rule. The energy is never differentiated with respect to \(\phi\) because of singularities when angles become planar (which is rather common). Instead, the functional form is differentiated with respect to \(\cos(\phi)\). This has the added advantage that trigonometric function evaluations are not needed when evalu-
ating the energy. To facilitate this procedure, the cosine term of eq. (4) is replaced by

\[ \cos(2\phi) = 2 \cos^2(\phi) - 1 \]  
(6)

\[ \cos(3\phi) = 4 \cos^3(\phi) - 3 \cos(\phi) \]  
(7)

\[ \cos(4\phi) = 8 \cos^4(\phi) - 8 \cos^2(\phi) + 1 \]  
(8)

\[ \cos(6\phi) = 32 \cos^6(\phi) - 48 \cos^4(\phi) + 18 \cos^2(\phi) - 1 \]  
(9)

For the same reason, the derivatives of planar improper torsions are expanded in a Taylor series when \( \omega \) is small. The actual form that is used is

\[ E = k \omega^2 \]  
(10)

\[ \frac{\partial E}{\partial \cos(\omega)} = -2k \left(1 + \frac{\omega^2}{6}\right) \]  
(11)

\[ \frac{\partial^2 E}{[\partial \cos(\omega)]^2} = \frac{2k}{3} \left(1 + \frac{\omega^2}{6}\right) \]  
(12)

When \( \omega \) is large (6° or more), a straightforward approach is used.

(2) Nonbonded interactions

Van der Waals interactions:

\[ E_{vdw} = \sum_{\text{excl}(i,j)=1} \left( \frac{A_{ij}}{r_{ij}^{12}} - \frac{B_{ij}}{r_{ij}^6} \right) \text{sw}(r_{ij}^{2}, r_{ij}^{2}, r_{ij}^{2}) \]  
(13)*

Electrostatic potential (only one of the below):

(a) Constant dielectric:

\[ E_{el} = \sum_{\text{excl}(i,j)=1} \frac{q_i q_j}{4 \pi \varepsilon_0 r_{ij}} \]  
(14)

(b) Distance-dependent dielectric (linear):

\[ E_{el} = \sum_{\text{excl}(i,j)=1} \frac{\mu_j \cdot r_{ij}}{4 \pi \varepsilon_0 r_{ij}^3} \]  
(15)

(c) Shifted dielectric:

\[ E_{el} = \sum_{\text{excl}(i,j)=1} \frac{q_i q_j}{4 \pi \varepsilon_0 r_{ij}^3} \left(1 - \frac{2r_{ij}^2}{r_{ij}^2 + r_{cut}^2} + \frac{r_{ij}^4}{r_{cut}^4} \right) \]  
(16)

(d) Electrostatics by groups: \( E_{el} \) from Eq. (15) above, except replace \( \text{sw}(r_{ij}^{2}, r_{ij}^{2}, r_{ij}^{2}) \) by \( \text{sw}(r_{ij}^{2}, r_{ij}^{2}, r_{ij}^{2}) \), where \( r_{ij} \) is the distance between the center of geometry of the groups containing atoms \( i \) and \( j \).

(e) Extended electrostatics:

\[ E_{el} = E_{el\text{dir}} + E_{el\text{ext}} \]  
(17)

\[ E_{el\text{dir}} = \sum_{\text{excl}(i,j)=1} \frac{q_i q_j}{4 \pi \varepsilon_0 r_{ij}} \]  
(18)

\[ E_{el\text{ext}} = \sum_{\text{atoms}} \left[ \frac{1}{2} \text{pot}_i + (r_i - r_{i0}) \cdot \mathbf{F}_i \right] \]  
(19)

where \( \text{pot}_i \) and \( \mathbf{F}_i \) are the approximate potential and field at atom \( i \) due to atoms that are not present in the nonbond pair list [eq. (18)], and \( r_{i0} \) are the coordinates at the last update of the nonbonded pair list.

\[ \text{pot}_i = \text{pot}_{i\text{atoms}} + \text{pot}_{i\text{groups}} \]  
(20)

\[ \text{pot}_{i\text{atoms}} = \sum_{\text{excl}(i,j)=1} \frac{q_j}{4 \pi \varepsilon_0 r_{ij}} \]  
(21)

\[ \text{pot}_{i\text{groups}} = \sum_{j=1}^{C(i,j)=0} \frac{q_j}{4 \pi \varepsilon_0 r_{ij}^3} + \frac{\mu_j \cdot r_{ij}}{4 \pi \varepsilon_0 r_{ij}^3} \]  
(22)

\[ \mathbf{F}_i = \mathbf{F}_{i\text{atoms}} + \mathbf{F}_{i\text{groups}} \]  
(23)

\[ \mathbf{F}_{i\text{atoms}} = \sum_{\text{excl}(i,j)=1} \frac{-q_j \mathbf{r}_{ij}}{4 \pi \varepsilon_0 r_{ij}^3} \]  
(24)

\[ \mathbf{F}_{i\text{groups}} = \sum_{j=1}^{C(i,j)=0} \frac{-q_j \mathbf{r}_{ij}}{4 \pi \varepsilon_0 r_{ij}^3} + \frac{\mu_j \cdot r_{ij}}{4 \pi \varepsilon_0 r_{ij}^3} \]  
(25)

Here \( \mu_j \) is the electric dipole moment of group \( J \), and \( Q_J \) is the electric quadrupole moment. \( C(I,J) = 1 \) indicates that the groups containing atoms \( i \) and \( j \) are in close contact; \( C(I,J) = 0 \) if they are not or if \( I \geq J \). Groups are defined as being in contact if the closest approach between the minimum-sized rectangular boxes containing each of the groups is less than the nonbond cutoff distance (cutnb). The sums over atoms in the extended terms include the atoms within groups which are in contact but are outside of the nonbond cutoff.
distance. The sums over groups \( C(I, J) = 0 \) are sums over the remaining groups which are not in contact.

These terms represent the nonbonded interactions used in CHARMM. For a typical protein, the nonbonded interactions represent the bulk of the energy evaluation time. For large systems, it becomes necessary to avoid computing explicitly all pair interactions [an \( O(n^2) \) task]. This is accomplished for the van der Waals term by switching off the potential at some distance (usually 7.5 Å) and not computing any interaction beyond this distance. When selecting the nonbonded list, the cutoff for this selection is usually 0.5 Å larger to allow for some displacement of atoms without introducing impulsive forces when the nonbonded list is subsequently updated.

Two distinctly different approaches are included for treating the electrostatic interactions (see above). One option introduces an approximate solvent screening term in the dielectric constant by setting the dielectric equal to \( r^{24,36,62} \). The electrostatic potential is then an even power of \( r \) and can be evaluated rapidly. Because of the need to limit the number of pair interactions and to avoid discontinuities in the forces (to conserve energy during dynamics), several schemes are used.

A switching function is available, but the energy can still be significant at the cutoff distance which may result in artificially large forces at long range. This problem can be overcome in a number of ways. A simple approach referred to as the “shifted” potential, modifies the radial function so that the energy and forces go to zero at some cutoff distance. One drawback to the function presented in eq. (16) is that it has a discontinuity in the second derivative at the cutoff distance. At short distances, the forces are almost the same as found with the constant dielectric, but the overall magnitude of the energy of interaction is reduced by a constant. Another choice is to switch off the potential energy based on groups, rather than individual atoms. If two groups are neutral with nonzero dipoles, their long range interaction is proportional to \( 1/\epsilon(r)r^3 \), which is much smaller than the individual atom interactions [\( 1/\epsilon(r)r \)].

The second approach (extended electrostatics) avoids the need for cutoffs through the use of the multipole approximation to permit the efficient evaluation of all of the electrostatic interactions in the system. This approach is particularly designed for simulations where the solvent is being included explicitly and the details of solvation and solvent polarization are of interest; therefore, a constant dielectric is used. This is done by treating short-range interactions in the usual way, but expressing long-range group–group interaction in terms of multipoles; the multipole expansion is truncated after quadrupole moments. Since the separations involved are large compared with the size of the groups, the overall electric field at each atom is computed and updated only periodically.

(3) Hydrogen bonding

Involving atoms \( A_A, A, H, D \) (acceptor antecedent, acceptor, hydrogen, and donor heavy atom):

\[
E_{hb} = \sum \left( A' \right) \left( \frac{B'}{r_{AD}^n} - \frac{B'}{r_{AD}^m} \right) \cos^n(\theta_{AD}) \\
\times \cos^n(\theta_{AA:A-H}) \times \text{sw}(r_{AD}^2, r_{AA}^2, r_{AD}^2) \\
\times \text{sw}[\cos^2(\theta_{A-H}), \cos^2(\theta_{A-H}), \cos^2(\theta_{A-H})]
\]

where \( i \) and \( j \) are positive integers, \( m = (0,2,4) \) and \( n = (0,2) \). The van der Waals term between the hydrogen atom and the acceptor atom can be reduced.

The selection of hydrogen bonds is based on the \( A-D \) distance and the \( A-H-D \) angle. The total term is zeroed if \( \theta_{A-H} \) is less than 90° or if \( n \) is greater than 0 and \( \theta_{AA:A-H} \) is less than 90°. The exponents \( i \) and \( j \) are determined when the parameters are read, and the exponents \( n \) and \( m \) are determined in the topology file when donor and acceptor atoms are listed. The exponent \( n \) is determined by the type of acceptor, and the exponent \( m \) is determined by the donor type. When donors are treated as extended atoms, only the radial terms are used. In addition to the explicit hydrogen bond potential (eq. 26), the electrostatic interactions between the atoms involved contribute.

In earlier work, the \( i \) and \( j \) exponents were set to 12 and 10, respectively, and only the \( A-H-D \) angular term was included in the potential (i.e., \( n = 0 \)). Preliminary \textit{ab initio} calculations of the formamide dimer indicate that the hydrogen-bond energy minimum is considerably broader than that of the 12–10 function and that the hydrogen bond energy depends on both the \( AA:A-H \) and \( A-H-D \) angles. The hydrogen bond energy function is being reformulated in the light of these findings.

(4) Water–water interactions

To describe water–water interaction, CHARMM
uses either the ST2 potential,\textsuperscript{15} or a combination of above terms (electrostatic, van der Waals, and hydrogen bonding). The use of the ST2 potential is preferable both in terms of computational efficiency and accuracy in describing water–water interactions. At present, second derivatives are not available with the use of this option. Other water potentials\textsuperscript{17,54} could be introduced without difficulty.

(5) Constraints

Atom harmonics:

\[ E_{cr} = \sum K_i (r_i - r_{i0})^2, \]

\[ K_i \text{ can be mass weighted} \] (27)

Rigid:

\[ \frac{\partial E}{\partial r} = 0 \text{ and } \delta r = 0 \text{ for all operations} \] (28)

Dihedral constraints:

\[ E_{c\phi} = \sum K_i (\phi_i - \phi_{i0})^2 \] (29)

Rigid distance constraints (SHAKE):

\[ \delta r_{ij} = 0 \] (30)

For some purposes, it is useful to restrict the changes that occur in a structure. For this reason, there is the option of including different types of constraints in the energy when manipulating the structure through minimization or dynamics. One choice is to maintain rigidly the position of certain atoms and to delete the energy terms involving only these atoms. This is an effective way to study a small part of a very large system with relative ease and increased efficiency. Atom harmonic constraints are used primarily to avoid large displacements of atoms when minimizing (often when bad contacts are present), while still allowing the structure to relax. Dihedral constraints are used to maintain certain local conformation or when a series of different conformations needs to be examined in making potential energy maps (see Appendix 2 for an example of this). The use of SHAKE\textsuperscript{55} is restricted to dynamics and is discussed in Sec. V B.

(6) User energy

CHARMM allows for the addition of an arbitrary function calculated by a user-supplied routine which has access to all structural and positional information.

III. GENERATION

One method of generating an energy expression is to specify all of the bonds, angles, dihedral angles, etc., as input. For very small molecules, this is a task that does not require much effort, but for large systems, another method must be used. In most macromolecules, there is a large amount of redundancy as similar subgroups can appear many times, and there is a finite number of these subgroups. In CHARMM, these subgroups are referred to as residues, and the definitions of the energy terms associated with each type of residue constitutes the (residue) topology file (RTF). The actual storage of energy terms for a particular system is represented in the (protein) structure file (PSF). The generation process describes the method used to construct the PSF from a specified sequence of residues and the RTF. The terms residue and protein are employed in an extended sense, as indicated below, but remind the user of the system for which CHARMM was developed originally.

A. The Structure File

The most fundamental data structure used in CHARMM is the (protein) structure file (PSF), in that very little can be done until the PSF is generated or read from an existing file. With the addition of parameters and coordinates, the PSF contains all of the information necessary to generate nonbonded and hydrogen bond lists and evaluate the energy. A brief description of what is contained in the PSF is presented.

Residues and segments—how atoms are divided into residues and segments along with names and identifiers, etc.

Atom information—atom names, types, charges, masses, rigid constraints.

Bond, angle, dihedral, and improper dihedral lists—atoms involved in energy terms.

Donor and acceptor lists—lists used to construct hydrogen bonds.

Nonbonded exclusion list—atom pairs connected by close interactions (usually 1–2 and 1–3 interactions), so that no van der Waals or electrostatic term is desired.

Electrostatic groupings—how small numbers of atoms (six or fewer) are grouped for the purpose of computing long-range electrostatic or distance cutoff terms.

CHARMM builds a segment of the PSF each time
the generate command is invoked by stringing together the information of monomer units (referred to as residues) stored in a (residue) topology file (RTF). Some examples of typical segments are a single macromolecular chain, a collection of water molecules, a prosthetic group, and a collection of other small molecules.

Once the PSF, parameters, and coordinates are assembled, all the information is available for calculating the first four terms of the empirical energy function. However, the hydrogen bond and nonbonded lists must still be calculated from the PSF and coordinates.

B. The Topology File

The (residue) topology file (RTF) contains local information about atoms, bond, angles, etc., for each possible type of monomer unit (residue) that can be used in building a particular type of macromolecule.

The concept of residue as used in CHARMM is fundamental from an organizational point of view. It may be an amino acid residue as in a protein, but in the DNA topology files for example, a single residue corresponds to one nucleotide unit along a single strand of DNA (i.e., a phosphate group, ribose, and base).

The protein topology files contain residue information for each of the 20 amino acids (the titratable acids are present in multiple forms), terminal groups, heme, water, and assorted other small molecules such as ethanol. The DNA topology files contain one residue for each of the four different bases, terminal groups, and water. In addition to actual residues, topology files also contain information required to patch structures where special bonds and other features are needed. Examples of such patching operations are given below.

C. Sample Residue

To illustrate the information stored in the topology file, a sample residue from a protein RTF is presented followed by a brief description of its elements. The input below is read free field (spacing does not matter).

The first line specifies that a new residue is started, its name is ALA (alanine), and its total charge is zero. Next, the atoms are defined. For each atom, a name, chemical type (see Appendix 1), and a charge is given. The interspersed keyword GROU specifies that a new electrostatic group follows. The groups are usually neutral, except for charged residues and special cases, and long-range interactions between groups can be determined by a multipole expansion, as described above. Atoms connected by bonds are then specified in pairs, angles by threes, and for dihedral angles (torsions) and improper torsions they are specified in groups of four. The use of a $-$ or $+$ before any atom indicates that this atom is to be found if possible in the previous or subsequent residues, respectively; if this atom cannot be found (which would be expected at chain termini), then the associated energy term is dropped and a warning issued. Following this is the declaration for donors and acceptors (this residue has one of each). The entries labeled IC (internal coordinates) contain all of the information required to build the coordinates of the residue from bond lengths, angles, and dihedrals (see Sec. IV A). A $+$ preceding the third atom name indicates that this is an improper dihedral angle internal coordinate (see Sec. IV A). The zeroes in this table are filled with values that correspond to the minimum energy geometries found from the parameter file, except for the middle column (dihedral angle); any nonzero value is not replaced. The last line of this residue defines what patch to invoke if this residue happens to be the first or last residue in the segment. A different first or last patch (or none) may be specified in the generate command.

Once a segment of the PSF has been generated, the RTF is no longer needed until a subsequent generation is requested. Because of this, different segments of a single PSF can be built from different topology files. In this way, it is possible to include proteins and DNA in a PSF without the necessity of creating a single large RTF.
D. Patching of Structures

To treat the special features of specific macromolecules (chain termination, disulfides, blocking groups, prosthetic groups, etc.), the program incorporates a "patching" mechanism. The RTF structure allows all such patching specifications to be stored as "patch residues," making them easily adaptable and their actions apparent.

There are two types of patch residues, those which are invoked to handle chain termination when generating a structure, and those which modify a structure after it has been built. The latter are invoked by the PATCH command from the CHARMM command parser. An example of each type is given here.

```
PRES CTER -1.000001 PATCH FOR THE CARBOXY TERMINUS
GROUP
ATOM C C 0.04
ATOM O1 C -0.57
ATOM O2 C -0.51
ATOM O O 599.00
BOND C O1 C OT2
BOND CA O1 CA OT2
BOND OT1 C OT2
BOND OT1 CA OT2
BOND OT2 C OT2
BOND CA OT2 OT1
BOND CA OT1 OT2

PRES DISL 0.0001 PATCH FOR DISULFIDE
GROUP
ATOM C1B CB2E 0.19
ATOM C2B E -0.19
ATOM E2B S -0.19
ATOM E2C CEB 0.19
BOND E2B 2SB
ANGLE 1SB 1SB 2SB 1SB 2SB 2SB 1SB 2SB 2SB 1SB 2SB 2SB 1SB 2SB 2SB 2SB 1SB 2SB 2SB 1SB 2SB 2SB 2SB
```

The first PRES (patch residue) is the patch that is used for the carboxy terminus of a protein. The name and total charge are given its declaration command. Then follows the list of modified or added atoms. The atom named O has been deleted (this is indicated by its unacceptable charge). For the modified atoms, both the charge and chemical types may be changed. Following the atom specifications are the remaining terms required to define the patch which is appended to the last residue of the protein chain.

The second patch is invoked when a disulfide bond is added. Again, atom types and charges are modified, and new terms are added to the energy expression. For this kind of patch, all atom specifications must begin with a one-digit integer which is assigned to a particular residue in the PSF.

Because of the simplicity of storing patches in this manner, as opposed to hard wiring this information into the program, most patches are carried out with relative ease. Patches can be entered from the input stream to provide on-line editing of the PSF.

E. Generation of the Nonbonded List

To maximize the efficiency of the nonbonded calculation, a list is created which contains all pair interactions which are to be considered. Atom pairs are not included in the list if they are too far apart (beyond the long-range cutoffs), or if they are closely connected. In the latter case, the atom will be present in the excluded list [see eq. (13)].

The list generation approach was chosen over other alternatives (such as a pairwise search) for two reasons. During minimization or dynamics, the relative positions between atoms does not change radically between one step and the next. Also, a pairwise search through the list of atoms is relatively costly. Thus, the list is updated periodically during minimization or dynamics. If electrostatic groups are used, the list is stored in terms of group pairs. This leads to improved efficiency and a smaller list, as well as the ability to handle long-range group interactions.

A two-stage search is used to generate the nonbonded list. First, the minimum rectangular solid about each residue is computed so that a pairwise search through residues finds pairs that can potentially interact. Second, an atom search through these residue pairs is then used to construct the list.

When the electrostatic energy is evaluated without cutoffs, the long-range potential and field are evaluated and stored during nonbond updates (see Sec. II B). These terms are then used in computing long-range electrostatic interactions for every energy evaluation (until the next update).

F. Generation of the Hydrogen-Bond List

The list of hydrogen bonds is compiled using prespecified distance and angle cutoffs (see Sec. V B). During minimization and dynamics, the list can be kept fixed, or be updated periodically, or may be read from an external file. Another option selects only the "best" hydrogen bond for any donor, where best is based on an energy criterion.

In the case where the donor hydrogen is part of an extended atom representation (a method not recommended for future use), the hydrogen bond energy is a radial function only. Angular terms are, however, introduced in the selection of such hydrogen bonds using generated hydrogen positions as described in Sec. IV B. These hydrogen positions are temporary and are discarded after the hydrogen bond list has been created.
G. Symmetric Images

In CHARMM there is a generalized facility for reducing the problem size when symmetry is present and to be preserved. The symmetry can be finite as in the case of a C_2 symmetric dimer such as hemoglobin, or the system can be infinite as is the case in crystal simulations or other systems with periodic boundary conditions. The translation rotation matrices are arbitrary which allows any crystal to be simulated. There is the obvious restriction that the rotation matrices be unitary (or antiunitary), and that each transformation must have an inverse.

At present, there are some restrictions on this feature in CHARMM. One limitation is that second derivatives are not available when this option is invoked. Another limitation is that only van der Waals, electrostatic, hydrogen bond, and ST2[6] water interactions are allowed between the primary set of atoms and image atoms (primary atoms being those actually represented in the PSF and image atoms, those which are obtained by applying a transformation).

IV. COORDINATE MANIPULATIONS

CHARMM has generalized facilities for the construction, manipulation, transformation, and interconversion of Cartesian, crystal, and internal coordinates as well as a specialized routine for the generation of hydrogen bonding proton coordinates. While crystallographic and simulation results are usually obtained and stored in Cartesian coordinates, it is frequently desirable to transform them either to reoriented Cartesian frames or to internal coordinates. All of the reorientations and transformations presented in this section can be applied to an arbitrary (and easily specified) set of atoms. Internal coordinates may be specified without regard to the bonding of atoms. This generality makes the routines useful in analysis as well as in setup and generation. This section presents the basic strategy used for these manipulations.

A. Coordinate Generation and Internal Coordinates (IC)

Coordinate generation is an important function. There are often situations where all coordinates are not available, or where some or all of a structure must be modified or built from internal coordinate values. The internal coordinates (ICs) used to build a structure may be specified arbitrarily, taken from an existing structure, or chosen from the minimum energy values in the parameter tables. For example, specified ICs could be used to construct coordinates for a peptide backbone when only a phi--psi plot is available. The ability to take a Cartesian coordinate structure, fill and edit the internal coordinate (IC) table (i.e., specify what distances, angles, or dihedral values are to be modified), and then construct a new structure, is extremely useful. With this feature, entire sections of a protein can be moved relative to one another in an arbitrary but easily specified manner.

Given atoms of known position (A,B,C) and an unknown position (D), the values of the C—D bond length, the B—C—D bond angle, and the A—B—C—D torsion angle are sufficient to place atom D. The IC table consists of entries specifying four atoms and five values (see Sec. III B for an example). There are two types of IC table entries corresponding to proper and improper torsions, the latter type occurring when atom C is central. This type is indicated by the presence of a * preceding this atom’s name. For the proper torsion, the values correspond to R_{AB}, R_{BC}, R_{CD}, and R_{CD}, and for the improper type, the five values correspond to R_{AC}, R_{BC}, R_{CD}, R_{BCD}, and R_{BCD}.

From the IC table, the entire structure can be built when as few as three connected atom positions are known. The reason that fives values are used instead of the minimum of three is that with five, the structure can be built in any direction, regardless of which atoms in the structure have known positions.

The internal coordinate file is supported by several commands that allow the user to build or modify a coordinate set in terms of internal angles and distances. These commands include a complete editing facility (used to add or modify table entries), options that approximate unknown internal coordinate values based on the parameters, commands that build a Cartesian coordinate set from internal coordinates and the inverse, and I/O facilities.

B. Coordinate Modifications

In addition to the ability to freely interconvert between Cartesian and internal coordinates, there are a number of coordinate manipulation commands which have proved to be useful. For each of
these commands, any arbitrary subset of atoms may be employed. These commands can be summarized as follows:

Initialize — initialize selected coordinates (for subsequent building)
Copy — copy coordinates within CHARM (CHARMM employs additional coordinate sets besides those used for evaluating the energy, for analysis, etc.)
Average — find a weighted average of two conformations
Translate — translate a selected set of atoms
Rotate — rotate a selected set of atoms
Orient — do a least-squares translation—rotation fit of two structures, or of one with a chosen axis (e.g., for a helix)
RMS — find the rms difference between two structures

The analysis capabilities of these operations are applicable for a wide range of problems. For example, the ligand asymmetry of \( \text{O}_2 \) or CO in heme binding can be observed by rotating to the principal axis system of the heme atoms, translating the iron to the origin, and printing the Cartesian coordinates of the ligand. Since the heme will be parallel to the \( XY \) plane, deviation of the iron—ligand bond from the \( Z \) axis gives the asymmetry. The commands necessary to accomplish this set of transformations are

COORD ORIENT INCL ATOM SEG1 HEME *
COORD ORIENT INCL ATOM SEG1 HEME FE
PRINT COORDINATES INCL ATOM SEG1 02 *

Similar strategies can be employed to study helix packing, sheet distortion effects, and many other phenomena.

C. Hydrogen Bond Proton Coordinate Generation

In CHARM, it is at times necessary to generate the coordinates of the proton in a hydrogen bond given only the heavy atom coordinates. Two frequently encountered occasions are the use of experimentally determined coordinate sets (where only heavy atoms can be resolved) and runs using all extended atom representations (where proton coordinates are needed for angular selection during the hydrogen-bond list update). When hydrogen atom positions are not known, an estimate of the best hydrogen positions is made.

There are two problems that must be solved in generating such proton coordinates. The first involves determining the hydrogen bonding pattern, while the second is placing the proton that is part of a given hydrogen bond. Inside macromolecules the pattern of hydrogen bonding is usually obvious, and placing the proton is relatively straightforward. On the molecular surface, and particularly in the bulk solvent, such is not the case. The difficulty comes from the exponential complexity of such systems of coupled bonds. Lacking a definitive method for finding the best configuration, we use an approximate method which attempts to generate a reasonable hydrogen bonding pattern in a short time. The algorithm that is employed takes the hydrogen bond donors (heavy atoms) in sequential order and for each of them, places a hydrogen bond with the best available acceptor. A second pass through the list of donors is used to place the remaining hydrogen bonds for donors (such as water) where more than one proton may hydrogen bond. In both cases, the placement of the new hydrogen bonds is constrained by requiring the preservation of the already existing hydrogen bonds. This results in hydrogen bond pattern which contains most of the strongest hydrogen bonds available to the system and places the correct number of protons on each site. The algorithm can generate pairs of protons which have strong van der Waals repulsions, particularly when bulk water is present, and it may be necessary to do dynamics on such a system to permit redistribution of the generated hydrogen bonds.15

Given the hydrogen bonding pattern, the problem of placing coordinates is straightforward. Coordinate generation is based on the orientation and chemical nature of the donor. For \( sp^2 \) hybridized donors, the bond length, angle, and planarity completely determine the coordinates of the protons. When the donor is an \( sp^3 \) hybridized atom, there is a dihedral angle degree of freedom which must be determined. The best hydrogen bond from the heavy atom donor is used to fix the dihedral angle so that one proton is in the optimal hydrogen bonding position. The remaining protons are place at the other rotamer positions. In the case of water, the first proton is directed towards the best acceptor, and the second proton is then oriented towards its acceptor, subject to the bond length and angle constraints from the placement of the first proton.
V. MECHANICS AND ENERGETICS

CHARMM supports three major operations involving the energy of the system. Minimization adjusts the coordinates of the system so as to lower the energy. Dynamics simulates the motion of the system and produces a trajectory; i.e., a collection of coordinates and velocities which describe the movement of the system through phase space. Normal mode analysis provides an orthonormal basis for the harmonic vibrations of a system about a particular configuration.

A. Minimization

Given a potential energy function, it is often desirable to find minimum-energy configurations of a system. In some cases, minimization is performed to relieve strain in conformations obtained experimentally or by the averaging of several structures. In other cases, finding a local or global energy minimum may be of prime interest, e.g., for determining the configuration of a peptide. For macromolecular systems, the number of local minima and the cost of the computations prevent exhaustive search of the energy surface, so it is frequently impossible to determine the global energy minimum; generally, a local minimum in the neighborhood of the x-ray structure, if available, is examined.

To provide flexibility in minimizing the energy of a range of systems for a variety of purposes, CHARMM supports five different, iterative minimization algorithms. They may be classified into a nonconvergent method (steepest descents), two convergent methods which make local harmonic approximations (conjugate gradients and ABNR), an explicit second derivative method (Newton–Raphson), and quenched dynamics. The convergent methods generally stop when they have achieved a minimum-energy configuration; the nonconvergent method never stops wandering on the energy surface.

The simplest minimization algorithm is steepest descents (SD). In this procedure, a displacement opposite to the potential energy gradient is added to the coordinates at each step. The step size is increased if a lower energy results; otherwise, it is decreased. Although this method suffers from poor convergence, the positional shifts are gentle; it is therefore useful for small change such as removing bad contacts. However, atom harmonic constraints may also be used for this purpose.

A second method is the conjugate gradient (CG) technique which has better convergence characteristics. The method makes use of the previous history of minimization steps as well as the current gradient to determine the next step. The method converges to the minimum energy in $O(N)$ steps for quadratic energy surfaces where $N$ is the number of degrees of freedom. To achieve the same energy lowering for the systems studied, this method requires fewer evaluations of the energy and gradient than steepest descents minimization. Also, the method can produce larger coordinate shifts while progressing toward a minimum.

The third method is adopted-basis set Newton–Raphson (ABNR) minimization. This algorithm stores more explicit information from the potential energy surface than does the conjugate gradients method, but avoids the $O(N^2)$ storage requirements of the full second derivative method described above. In this method, the positions and forces from each of the previous $M$ steps are stored. The second derivative matrix is constructed by finite differences from the displacement and first derivative vectors. Newton–Raphson minimization is then applied in the subspace of the coordinates spanned by these displacement vectors. As in the explicit Newton–Raphson method described below, the second derivative matrix is diagonalized and the positive eigenvalues are inverted. Steepest descent steps are applied along the directions of zero or negative eigenvalues (again to avoid saddle points). New directions are incorporated into the displacements subspace by using a steepest descents step along the residual gradient vector calculated at each step. The behavior of the method is in many respects similar to that of conjugate gradients, but the number of energy evaluations is reduced by a factor of 2–3 by avoiding the linear interpolation phase of conjugate gradients. The storage requirements are linear in the number of atoms and the number $M$ of previous steps that are being stored, so the method can be applied to very large systems. Since $M$ is usually a small number (about 5), the computational requirements of the matrix diagonalization are negligible. This is the method of choice for most large systems.

The fourth method is multidimensional Newton–Raphson (NR) minimization applied to the full basis. The Newton–Raphson equations can be solved by a number of means, but the method adopted for CHARMM involves diagonalizing the second derivative matrix and then finding the
optimum step size along each eigenvector. When there are one or more negative eigenvalues, blind application of the Newton–Raphson algorithm will converge to a saddle point in the potential. To overcome this problem, a single additional energy and gradient determination is performed along the eigenvector displacement of small or negative eigenvalues. Using this additional data, an approximate cubic potential is fitted to the potential energy and the step size that minimizes this function is adopted. The advantages of this method are that the geometry cannot remain at a saddle point, as sometimes occurs with the standard procedure, and that the procedure converges rapidly when the potential is nearly quadratic (or cubic). The major disadvantage is that this procedure is difficult to apply to very large molecules because of excessive storage requirements, $O(N^2)$, and computation time per step, $O(N^3)$, for large molecules. The method is currently restricted to systems with about 200 atoms or less.

The final minimization method is quenched molecular dynamics. Energy minimization is equivalent to cooling, since both remove energy from the internal modes of the system. In this method, the classical equations of motion are integrated (see below) for a system while kinetic energy is periodically removed by rescaling the velocities or by the application of a frictional damping term. The method is particularly useful when the sampling of large portions of phase space is desired in minimizing the system’s energy, and it frequently converges to lower energies than either conjugate gradients or ABNR. It may be useful to follow a quenched molecular dynamics run with CG or ABNR minimization to obtain a converged structure. The random assignment of initial velocities can disrupt symmetries (such as planarity) that may be present in starting structures. Without this perturbation, symmetric systems often remain at a saddle point throughout steepest descents, conjugate gradient, or ABNR minimization. Quenched dynamics may drift significantly from the starting structure, so the method is not useful in studies of local minima or in making local structural comparisons between several minimized structures.

Table II gives a comparison of the various methods applied to two model systems, a dipeptide (Arg–Pro) with 27 atoms and a small protein (bovine pancreatic trypsin inhibitor) with 580 atoms. Several criteria are available to judge the algorithms. The first is how much they lower the potential energy using a given number of energy evaluations. The second is the reduction of forces, listed as the root mean square gradient of the energy evaluated over all the atoms. The third is the shift and indicates the motion of the atoms by the algorithms.

### Table II. Comparison of minimization techniques in CHARMM.

<table>
<thead>
<tr>
<th>Method</th>
<th>Energy</th>
<th>Algorithm Cycles</th>
<th>Root Mean Square Gradient</th>
<th>Root Mean Square Shift</th>
<th>CPU Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>3.61</td>
<td>100</td>
<td>0.4652</td>
<td>0.133</td>
<td>19.8 sec</td>
</tr>
<tr>
<td>CG</td>
<td>2.92</td>
<td>25</td>
<td>0.3564</td>
<td>0.225</td>
<td>16.0 sec</td>
</tr>
<tr>
<td>NR</td>
<td>2.80</td>
<td>25</td>
<td>0.3466</td>
<td>0.316</td>
<td>20.8 sec</td>
</tr>
<tr>
<td>ABNR</td>
<td>2.09</td>
<td>98</td>
<td>0.3534</td>
<td>0.200</td>
<td>20.8 sec</td>
</tr>
<tr>
<td>QMD</td>
<td>1.64</td>
<td>100</td>
<td>2.8053</td>
<td>0.290</td>
<td>20.8 sec</td>
</tr>
</tbody>
</table>

**Arg–Pro Dipeptide (Initial Energy is 23.99 kcal/mole)**

**After 100 Energy Evaluations**

<table>
<thead>
<tr>
<th>Method</th>
<th>Energy</th>
<th>Algorithm Cycles</th>
<th>Root Mean Square Gradient</th>
<th>Root Mean Square Shift</th>
<th>CPU Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>2.66</td>
<td>500</td>
<td>0.3854</td>
<td>0.228</td>
<td>19.8 sec</td>
</tr>
<tr>
<td>CG</td>
<td>0.31</td>
<td>100</td>
<td>0.469</td>
<td>0.228</td>
<td>19.8 sec</td>
</tr>
<tr>
<td>ABNR</td>
<td>0.28</td>
<td>491</td>
<td>0.3534</td>
<td>0.200</td>
<td>19.8 sec</td>
</tr>
<tr>
<td>QMD</td>
<td>-1.40</td>
<td>500</td>
<td>4.3002</td>
<td>1.248</td>
<td>19.8 sec</td>
</tr>
</tbody>
</table>

**PPT (Initial Energy is -167.59 kcal/mole)**

**After 100 Energy Evaluations**

<table>
<thead>
<tr>
<th>Method</th>
<th>Energy</th>
<th>Algorithm Cycles</th>
<th>Root Mean Square Gradient</th>
<th>Root Mean Square Shift</th>
<th>CPU Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>-520.40</td>
<td>100</td>
<td>1.405</td>
<td>0.215</td>
<td>19.8 sec</td>
</tr>
<tr>
<td>CG</td>
<td>-199.23</td>
<td>56</td>
<td>1.3356</td>
<td>0.205</td>
<td>19.8 sec</td>
</tr>
<tr>
<td>ABNR</td>
<td>-633.27</td>
<td>99</td>
<td>0.5931</td>
<td>0.259</td>
<td>19.8 sec</td>
</tr>
<tr>
<td>QMD</td>
<td>-549.96</td>
<td>100</td>
<td>1.0144</td>
<td>0.456</td>
<td>19.8 sec</td>
</tr>
</tbody>
</table>

**After 500 Energy Evaluations**

<table>
<thead>
<tr>
<th>Method</th>
<th>Energy</th>
<th>Algorithm Cycles</th>
<th>Root Mean Square Gradient</th>
<th>Root Mean Square Shift</th>
<th>CPU Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>-656.61</td>
<td>500</td>
<td>0.817</td>
<td>0.293</td>
<td>19.8 sec</td>
</tr>
<tr>
<td>CG</td>
<td>-692.97</td>
<td>100</td>
<td>0.8187</td>
<td>0.319</td>
<td>19.8 sec</td>
</tr>
<tr>
<td>ABNR</td>
<td>-786.76</td>
<td>489</td>
<td>0.350</td>
<td>0.233</td>
<td>19.8 sec</td>
</tr>
<tr>
<td>QMD</td>
<td>-754.46</td>
<td>500</td>
<td>3.1987</td>
<td>1.236</td>
<td>19.8 sec</td>
</tr>
</tbody>
</table>

---

The computation of the energy and the details of the two structures minimized, an Arg–Pro dipeptide and PPT (bovine pancreatic trypsin inhibitor), are described in Appendix 3. Except as noted, none of these minimizations have converged although the CG and ABNR minimizations of the dipeptide and the ABNR minimization of PPT are approaching local minima.

Steepest descents (SD), conjugate gradients (CG), Newton–Raphson (NR), adopted basis set Newton–Raphson (ABNR), quenched molecular dynamics (QMD).

The CPU times listed were measured on a VAX 11/780 with a floating-point accelerator.

Only 25 energy evaluations were performed. Convergence took 19 evaluations.

A Newton–Raphson minimization on PPT is not feasible because diagonalizing the second derivative matrix requires about 1 CPU day.

### B. Dynamics

Dynamical simulations are performed by classical mechanics and involve integration of Newton’s equations of motion for a suitably prepared system; i.e., it is necessary to integrate simultaneously the equations

$$\frac{\partial^2 x_i}{\partial t^2} = - \frac{\nabla E(x_i)}{m_i}$$

for all the atoms in the system.

CHARMM can solve these equations numerically.
for all atoms in the molecule. It has two different methods available, a simple second-order predictor two-step method due to Verlet\textsuperscript{58} and a fifth-order predictor-corrector multivalue method developed by Gear.\textsuperscript{54} The essential approximation in both methods is that the acceleration varies slowly over the time step selected. The two numerical methods supported by CHARMM differ in their response to variations in the acceleration over a time step. The Gear method, being higher order, is more accurate than the Verlet method when the time step is short, but becomes unstable more quickly than the Verlet algorithm when the time step is increased. The smaller the time step, the better is the approximation, but a smaller time step requires a larger number of steps to simulate the system for a given period of time. In general, the time step must be significantly smaller (about 20-fold) than the period of the fastest local motion in the system, typically a bond stretch involving a hydrogen atom. Thus, for proteins with hydrogens, a time step of $5.0 \times 10^{-4}$ ps is appropriate.

Since the numerical solution is obtained sequentially, there is a potential for roundoff errors to accumulate. To control such errors, these algorithms use double-precision variables for the various time derivatives of positions and for the accumulation of sums of many terms. Single precision arithmetic is used elsewhere for computational efficiency.

The accuracy of the numerical solution can be checked by several techniques. First, since the system has no external forces, the total energy should be conserved. Numerical errors will result in some fluctuations in the total energy. Since the heat capacity of the system is a measure of its response to external energy inputs, and since the heat capacity is proportional to fluctuations in kinetic energy,\textsuperscript{55} the fluctuations in the total energy is compared to the fluctuations in kinetic energy to judge the quality of the numerical solution. A ratio of kinetic energy fluctuations to total energy fluctuations of about 100 is considered satisfactory.\textsuperscript{55} Second, one can back integrate; i.e., run the system forward in time for some number of steps, reverse the velocities, and run it backwards the same number of steps to see how closely it returns to the starting point. This is a more rigorous check than those on the energy.

Since the period of the fastest local motion determines the maximum allowable time step, it is desirable to remove these motions, provided they do not interact with motions of interest. The fastest local motions are due to stretching frequencies involving hydrogens. The SHAKE algorithm\textsuperscript{56} which is capable of constraining the distance between any two atoms across time steps of the Verlet algorithm is used to remove these motions (and others optionally). SHAKE has been implemented only for the Verlet algorithm. The use of SHAKE on the bonds involving hydrogen permit a twofold increase in the step size (to $1.0 \times 10^{-3}$ ps). The effect of using SHAKE on the results of the molecular dynamics simulation depends on the coupling of the constrained bond motions to the other motions in the system. This coupling is small due to the large separation in frequencies of these motions. Computations have shown that fixing all the bonds has a negligible effect on the results of a molecular dynamics simulation of bovine pancreatic trypsin inhibitor for properties involving times longer than 0.05 ps.\textsuperscript{29}

The actual process of a molecular dynamics simulation is quite involved primarily because of the need to prepare the system in a suitable state; for most purposes, this is a system that corresponds to a microcanonical ensemble at a temperature $T$. There is no way of providing the numerical integration algorithms, a set of initial positions, and velocities which are equilibrated, so a preliminary molecular dynamics simulation is used to equilibrate the system in phase space at the desired temperature.

To begin the equilibration, a coordinate set is obtained from the x-ray structure (e.g., for a native protein) or, for small or idealized molecules, from the internal coordinates options described in section IV. These coordinates are then minimized using methods described earlier to eliminate any large forces due to repulsive van der Waals contacts or poor geometries. The minimizations are run either for a small number of cycles (e.g., 200 steepest descent cycles) or with constraints on the movement of all the atoms to prevent large positional shifts from the starting coordinates. If left uncorrected, the large forces, which may be present in crudely determined structures, could lead to a large distortions during the first few steps of a dynamics simulation.

Given the initial coordinates for the equilibration procedure, initial velocities are introduced to start the dynamics. CHARMM allows the user to specify zero velocity, which will start the system moving owing to the remaining forces, a constant kinetic energy for each atom with a randomly selected direction for the velocity, or a Gaussian distribution of velocities appropriate to a given temperature. The temperature $T$ in molecular
dynamics is defined in terms of the kinetic energy by the relation

\[ \sum_{i=1}^{N_a} \frac{m_i v_i^2}{2} = \frac{N_f k_B T}{2} \]  

(32)

where \( N_a \) is the number of atoms, \( m_i \) is the mass of atom \( i \) with velocity \( v_i \), and \( N_f \) is the number of degrees of freedom (typically \( 3N_a - 6N_s \) where \( N_s \) is the number of constraints applied by SHAKE).

Once initial coordinates and velocities are available, the system must be brought to the desired temperature. Again, there is no unique way of doing this. CHARMM provides several options. First, the velocities can be initialized at the desired temperature of the simulation. This is generally undesirable because this introduces a larger perturbation into the system; further, some additional adjustment of velocities will be required in any case. Second, the system can be heated slowly by first initializing the velocities at a small value, running molecular dynamics for some number of steps, then setting the velocities for a slightly higher temperature, and repeating until the desired temperature is reached. The velocities may be set by scaling them, which tends to preserve the current energy distribution, or by reassigning the velocities according to a newly generated Gaussian or other distribution. The second method is preferable because it tends to randomize the kinetic energy.

After the system is brought to the desired temperature, it usually still requires some equilibration to obtain a satisfactory representation of a microcanonical ensemble. Since the total energy is conserved in the absence of heating or cooling, and the system generally tends toward configurations of lower potential energy while equilibrating, the kinetic energy, and therefore the temperature, tend to increase. The user can continue to reassign velocities to further distribute the energy while maintaining the temperature. Alternately, CHARMM can monitor the temperature and adjust velocities either by reassignment or by scaling if the temperature drifts in either direction.

Generally, the procedure is continued until the statistical properties of the system (temperature, fluctuations, mean positions) become independent of time for periods on the order of that to be used in analysis. Further, the system should be checked to verify that there are no local “hot spots” (e.g., in external side chains) or other deviations from equilibrium.

When the system is equilibrated, the actual simulation can begin. CHARMM will write the coordinates and velocities into files at separately controlled frequencies. The resulting trajectory is analyzed by the analysis facility which is described in the next section. In addition, the MOVIE program\textsuperscript{66} may be used to display the trajectory on an Evans and Sutherland Picture System II.

A typical protocol for a protein of 1000 heavy atoms might involve 200 steps of steepest descents minimization, heating by 5° intervals using random Gaussian velocity assignments with 100 steps (0.1 ps) for equilibration for each interval until the desired temperature is reached. The system would now be run for 10 ps with random velocity reassignments every 0.2 ps from a Gaussian distribution at the desired temperature to remove biases from the heating procedure. An additional 10 ps period of equilibration dynamics with no external perturbation would be run and the results analyzed to determine that equilibration had been achieved. If so, the analysis period would be started and continued for the desired time interval (typically 25–100 ps).

During the course of the dynamics run, the atoms move, and, therefore, the lists of nonbonded interactions and hydrogen bonds must be regenerated. The user can specify update frequencies for each list. The choice of frequencies is determined by how much the atoms move and the switching functions. A reasonable choice of frequencies and switching functions [see Sec. II B, eqs. (13), (15), (16), and (26)] for a protein system at 300°K using SHAKE on bonds involving hydrogens with a step size of 0.001 ps would be as follows:

| Nonbonded update frequency | 25 steps (0.025 ps) |
| Hydrogen bond update frequency | 10 steps (0.010 ps) |
| Nonbonded distance selection | 8.0 Å |
| Off point for nonbonded switching | 7.5 Å |
| On point for nonbonded switching | 6.5 Å |
| Hydrogen bond distance selection | 5.0 Å |
| Off distance for hydrogen bond | 4.5 Å |
| On distance for hydrogen bond | 3.5 Å |
| Hydrogen bond angle selection | 90° |
| Off point for hydrogen bond angle | 70° |
| On point for hydrogen bond angle | 50° |

Depending on the nature of system, modifications to these values may be appropriate.

A dynamics calculation generally takes much more computer time than is convenient for a single job. CHARMM provides a restart file which stores the coordinates, velocities, and other system variables so that the simulation can be suspended and resumed at will. In addition, these files minimize losses from unexpected computer down time.
C. Normal Mode Analysis

CHARMM has a generalized procedure for generating normal mode vectors and for their analysis. This approach gives an accurate local description of the potential energy surface. The normal modes can also be used to interpret IR spectra or allow one to improve the force constant parameters in an attempt to match the spectra.

Using a mass weighted form of the second-derivative matrix of the potential, the normal modes can be obtained through diagonalization. The eigenvectors correspond to the mass-weighted normal-mode displacements, and the eigenvalues are proportional to the square of frequencies. For small systems (up to 200 atoms or so), this can be performed by straightforward procedures using the Givens–Householder method,\textsuperscript{67–71} where the matrix is stored in double precision and in upper triangular form. The treatment becomes somewhat more difficult for larger systems where virtual memory capacities are exceeded. For these systems, CHARMM can save the second-derivative matrix in a compressed form, which can then be diagonalized externally followed by a refinement step. In this manner, it is feasible to find the 300 lowest modes of a system with approximately 600 atoms.\textsuperscript{72} For significantly larger systems (more than 1000 atoms), it becomes necessary either to reduce the size of the secular equation by removing degrees of freedom, or to apply an iterative eigenvector extraction procedure to obtain a small number of modes of interest.\textsuperscript{73} Once found, normal modes can be analyzed as described below or saved for future reference.

CHARMM has a generalized procedure for manipulating and analyzing vectors that span the Cartesian coordinates of a molecule. The primary purpose of this facility is for use with normal-mode vectors, but it is not restricted to this use. For each vector, the following features are available:

1. Transformation to internal coordinates—derivatives of bonds, angles, and torsions along a vector.
3. Surface exploration—find energy values along a vector, vectors (multidimensional), or an internal coordinate.
4. Projection of coordinate differences—allows the projection of coordinate differences onto vectors.
5. Coordinate trajectories—creation of a dynamics trajectory file for analysis (see Sec. V), or for display as a movie.

6. Correlation functions—decompose dynamical fluctuations into separate contributions along vectors.

For most applications, these vectors are mass weighted and correspond to normal modes.

VI. THE ANALYSIS FACILITY

An essential part of dealing with calculations of the properties of large systems is an effective procedure for analyzing the results. CHARMM has an extensive facility for analyzing structural data and the results of the various calculations and options. It is designed for the large variety and quantity of data that are of interest in the study of macromolecules. Its fundamental operations are as follows:

1. Creation, manipulation, printing, and graphical displays of tables: a data structure with the generality needed to effectively store and manipulate the variety of data generated by CHARMM.
2. Comparison of two different structures, even if the chemical composition is different but related by partial sequence homology.
3. Manipulation of a time series of any particular quantity calculated during a molecular dynamics calculation and the computation of correlation functions.
4. Searches for close contacts between atoms of an entire structure or particular parts of it.

A. Analysis Tables

The facility deals with static properties and many dynamic properties by collecting the data into a data structure which we refer to as a table. The structure of a table has some elements of a relational data base\textsuperscript{74} and of a hierarchical data base.\textsuperscript{75} A relational data base is a two-dimensional array of data where each row is a record and each column is a data field. A subset of the fields provides an identifier, the key, so that any specific record may be retrieved. Selection of records may be based on the contents of any data field so that an arbitrary combination of records may be retrieved. A hierarchical data base is characterized by its use of a tree structure to organize the records, regardless of their internal structure.

The table hierarchy is used for the identification
of data in the table and is patterned after the organization of the PSF. A table has a list of segments where each segment contains a list of residues and each residue contains a list of cells. Each cell corresponds to a record in a relational data base and contains an arbitrarily long list of properties. Each segment is uniquely marked by the segment identifier, each residue by its residue identifier, and each cell by a tag. Therefore, the key for each cell is the concatenation of the segment identifier, residue identifier, and tag. Six classes of table are available: atom, bond, bond angle, torsion angle, improper torsion angle, and hydrogen bond. The class of table determines the construction of the cell's tag and what properties may be included in the cells.

(1) **Table construction**

For atom tables, each cell is tagged by either the IUPAC nomenclature or by the parameter-type code name of each atom (see Appendix 1). There are many properties that the cells in an atom table can contain, as listed below:

**Static properties:**

1. Cartesian coordinates and distance from the geometric center
2. Sequential position in PSF, useful for debugging
3. The total potential energy per atom
4. Magnitude of the force vector on each atom
5. Energy and forces by empirical energy term; i.e., bond energy or force, bond angle energy or force, etc., associated with each atom; currently, 22 properties like this are available
6. The accessible surface
7. Parameters for the van der Walls energy: radius, polarizability, and effective number of electrons
8. The electric charge

**Dynamic properties:**

1. Average coordinates and velocities (Cartesian components and magnitude) (eight possibilities)
2. Second, third, and fourth moments about the mean of the coordinates (24 possibilities)
3. Projection of the second through fourth moments on the principal axes of the spatial distribution (24 properties)
4. Isotropic temperature factor
5. Anisotropy of coordinate and velocity fluctuations
6. Average and standard deviation of the kinetic energy and temperature (four properties)
7. Projection of the principal axes of the second moment tensor onto the bond vectors

The cells of tables of bonds, bond angles, torsion angles, and improper torsions may contain a list of internal coordinate properties. The cell tag is constructed by concatenating the names of the atoms in the internal coordinates. The cells are associated with residues the same way the corresponding internal coordinates are associated with residues in the residue topology file. The static properties of internal coordinates are their energies and geometries. The dynamic properties of internal coordinates are the first through fourth moments of the time series of their energies and geometries as well as their minimum and maximum values.

Hydrogen bond tables have an organization similar to internal coordinate tables. Here, a hydrogen bond is associated with residues on the basis of the donor atom. The tags in a hydrogen bond table consist of a string which gives the hydrogen bond donor atom as well as the segment, residue, and atom of the acceptor. Since the list of hydrogen bonds is not necessarily fixed during dynamics, we are limited to static properties of hydrogen bonds for the table. Analysis of the dynamic properties of hydrogen bonds is possible using the time series and correlation functions described later.

Using the tables, we can see the value for every individual interaction in the potential except the nonbonded interactions. We have not supported nonbonded pair tables, because their shear size makes them relatively unwieldy and, consequently, of little practical use. Although a table of all nonbonded interactions is not available, there are means for looking at the details of such interactions. The close contact search can print information on particular nonbonded interactions. Also, there are atom properties defined for the van der Waals and electrostatic contributions of the energy of each atom.

(2) **Table manipulation**

Once a table is constructed, additional operations can be performed on it. The tables can be
supplemented with statistics, selectively trimmed by deletion, and printed. Examples of some of these operations are given in Appendix 2.

Statistics can be collected and added to the table. One can find the sum; average; second, third, and fourth moments about the mean; minimum; maximum; and root mean square of various collections of data in the table. Statistics can be collected over residues, segments, the whole structure, or arbitrarily selected subsets of cells in the table. Statistical data is added to new cells in the table so that the result of the addition operation is still a table.

Tables can be trimmed by selective deletion based on the values of any property or by any of the identifier or tags. This is useful if one is interested in only part of the data, as might be the case when statistics are added to the table.

The table can be printed in a variety of ways. The layout on the page, the sorting of the data, the omission of certain properties, the height and width of each page, and the number of significant digits in the output can all be controlled.

(3) Graphical display of table data

Several graphical displays of table data are available. First, data can be plotted versus the residue number or cell number from which the data came. Second, histograms of data may be generated. Third, one can make scatter plots which plot one selection of data versus another. These can reveal correlations or patterns in data. A classic example of a scatter plot is phi-psi77 plot which shows the distribution of torsion angles in the backbone of a protein.

The normal display device for the above plots is the lineprinter. However, CHARMM can write the data necessary to drive several different plotting programs developed for use on various graphics hardware such as an Evans and Sutherland Picture System II and a Tektronix bed plotter. In addition, CHARMM can generate plotting commands to draw the complete molecule or arbitrarily selected atoms. A single-atom property from a table can be displayed by using it as a scale factor for the size of the spheres used to draw atoms. Similarly, three-atom properties from a table may be used to specify vectors emanating from each atom. Hydrogen bonds may also be plotted.

An interface to GRAMPS78 is being developed which will provide CHARMM an interactive capability for displaying its computations.

B. Comparisons

Comparisons are an essential element of analysis, and a general scheme is provided. To allow completely general comparisons, every data structure that CHARMM uses is duplicated during comparison and may be modified or replaced. To build a table of differences between two calculations, CHARMM calculates data required for two tables and uses the difference of corresponding entries to build the actual table. Any property available for any table class may be used in these difference tables.

The program must know which atom in the comparison structure is equivalent to an atom in the main structure. In the event that the structures are identical, the problem is trivial; atoms and internal coordinates correspond identically to one another. However, if the structures are different, CHARMM matches the atoms which correspond.

The process of finding the correspondence of atoms in two different structures follows the hierarchy of the PSF. The segments are matched either by matching segments which have the same identifier or by the user's specification. Residues in matched segments are matched either by finding a homology of the residue sequence or by the user's command. Conserved residue changes are permitted in the homology-finding algorithm,79,80 and the user may limit the range of residues over which the homology matching is performed. Atoms in matched residues may be matched either by the IUPAC nomenclature or by command.

For the atoms, a difference table of the atom class can be constructed. For the other five table classes, the correspondence of entries requires matching two lists of sets of atoms, since each internal coordinate or hydrogen bond is a set of atoms. This matching is straightforward.

The comparison command can also rotate and translate all the comparison coordinates to minimize the least square differences of the matched atoms.

An example of a comparison that can be performed would be a comparison of torsion angles in the homologous residues between the beta chain of human hemoglobin and sperm whale myoglobin. The homology would be determined for all the residues in each chain and conserved residue sets of (Asp, Glu), (Asn, Gln), (Lys, Arg), (Val, Ile, Leu, Met), (Phe, Tyr, Trp), and (Thr, Ser) could be specified to increase the number of matched residues.
C. Time Series and Time Correlation Functions

The analysis facility in CHARMM can calculate the time series for an extensive set of properties of the total system or some of its components and evaluate the time correlation functions\textsuperscript{81,82} and spectral densities.

The basic flow of this section is as follows. The coordinate or velocity sets of a dynamics trajectory are read, and the property requested is evaluated for each set and stored. This time series \([Q(t)]\) can be manipulated to evaluate certain functionals of the time series. The resultant time series \([F(t)]\) can be integrated to obtain correlation functions. The correlation function \([C(t)]\) can further be manipulated to determine some function of the correlation function \([G(t)]\). Either the time series \([F(t)]\) or the correlation functions \([G(t)]\) can be plotted during any of these processes.

The properties for which the time series may be calculated are averages over a set of individual properties of the molecule. The individual properties can be any of the following:

1. Position of an atom
2. Energy or geometry of internal coordinate
3. Vector joining two atoms
4. Scalar product of two such vectors
5. Scalar product of the position vectors of two atoms
6. Fluctuations of the positions of two atoms
7. Scalar product of the fluctuations of two atoms
8. Velocity of an atom or the kinetic energy of an atom

The time series can also be evaluated for certain overall properties like the radius of gyration and the number density of the molecule. The ability to average over a set of atoms, vectors, or internal coordinates is helpful in defining and studying the dynamical behavior of local regions. If the correlation requested is a cross correlation between two different sets, then both of them are evaluated simultaneously and stored.

The time series can be manipulated by replacing the time series with a function of itself. The currently supported functions are as follows:

1. Square of the time point
2. Square root
3. Cosine
4. Second Legendre polynomial of the cosine of the time point
5. Deviation from the average
6. Ratio of each point to the average
7. Reduction of the number of time points by averaging small sequences of the time series together.

The simple correlation function \(C(t)\) is defined by

\[
C(t) = \langle F(0) \cdot F'(t) \rangle = \sum_{m} \frac{F(t_m)F'(t + t_m)}{t_m}
\]  

The correlation function can be evaluated using either the direct integration method or the convolution in Fourier space. The Fourier transformation and the inverse transformation are performed using the fast Fourier transform (FFT) method.\textsuperscript{83} The use of FFT makes the latter procedure extremely efficient as the number of time points exceeds 500. Three different types of correlation functions are included:

\[
C(t) = \langle F(0) \cdot F'(t) \rangle
\]

\[
C(t) = \langle \cos[F(0) - F'(t)] \rangle
\]

\[
C(t) = \langle [3F(0) \cdot F'(t)]^2 - 1 \rangle
\]

The \(F(t)\) and \(F'(t)\) correspond to the time series and are identical in the case of autocorrelation functions. In general, correlation functions should be computed for times less than half the length of the simulation and, in some cases, the accuracy is good only for much shorter periods\textsuperscript{84,85}

Examples of experimental quantities that can be calculated using these correlation functions are friction coefficients, IR line widths, fluorescence depolarization rates, and NMR relaxation times.\textsuperscript{81,82,86}

Once the correlation function is calculated, a number of operations can be performed on it. The integral, the integral of the square, and the logarithm of the correlation function can be evaluated. Finally, the Fourier transform of the correlation function can be taken to obtain the spectral density.

The series of operations described above are modular. The five modules consist of obtaining a time series \([Q(t)]\), manipulating the time series \([F(t)]\), integrating to obtain the correlation function \([C(t)]\), manipulating the correlation function \([G(t)]\), and plotting these functions. This modular approach permits arbitrary combinations of these manipulations. For example, the number of types of time series \([F(t)]\) for which a correlation function can be evaluated is on the order of the product of the number of types of time series \([C(t)]\) and the
number of manipulations that can be performed on it.

D. Close Contact Searches

The analysis facility does not produce tables of nonbonded interactions, but there exists a command for looking for close contacts. One may look for all pairs of atoms in contact within some cutoff, excluding pairs which are bonded together. One may also search for contacts near a particular atom, near some spatial point, or within or near a particular residue or segment. The result of this search is a printout of all atoms which are found and can be supplemented with nonbonded energy calculations for those pairs.

VII. PROGRAM DESIGN

The design of CHARMM has a number of features distinct from most scientific programs. These features have been introduced to make the program convenient to use and to facilitate its orderly evolution. Since the methodology used in CHARMM is constantly evolving, it is essential that the program be easily modified and maintained. Transportability of the program and its data files is also desirable.

The virtual memory capacities of the VAX have been exploited in the design of CHARMM. CHARMM is a single program which does everything described in this paper. It contains about 52,000 lines of code and requires about 1 megabyte of memory for the compiled machine instructions and 1.5 megabytes for static storage. Using one program maximizes its versatility in combining various calculations while minimizing the number of intermediate files a user must save. A single program also facilitates development, because it guarantees that support and utility functions are always available. In addition, the overhead for maintaining one program is less than that for maintaining many programs of similar capabilities, as logical inconsistencies are easier to detect and testing is simplified. We maintain a set of approximately two dozen test cases which utilize most of the features of CHARMM. Such periodic testing is essential to preserving the integrity and reliability of the program.

There are some disadvantages resulting from the large size of the program. It intimidates new users, and the program cannot be run on computers lacking virtual memory without breaking it into pieces. Despite its large size, CHARMM has been transported to an IBM 370 series computer, and portions of it have been run on a CDC 7600 and a Cray-1.

A. Program Architecture

The architecture of CHARMM can be divided into two functional parts, a highly modular command interpreter which consists of many easily separable pieces and a highly interconnected set of subroutines which provide support for the command interpreter. Figure 1 shows a schematic of this architecture, and Table I describes the various boxes in the figure.

The top-level command interpreter parses commands present in the user's input file and passes control to the appropriate routine. Thus, the user has close control of CHARMM's execution. Many of the more complex routines have command interpreters of their own which operate in a similar fashion. Nearly all of the commands accepted by CHARMM are free field and use keywords rather than position in the command to specify options. This freedom from using FORTRAN FORMAT statements simplifies the use of CHARMM and reduces the possibility of input errors.

All of the major data structures in CHARMM are stored in the top-level command interpreter or the analysis facility. This centralized store provides the mechanism for data flow through the command subroutines. In addition, it has made it easy to introduce new functions because the data required are always readily available.

The support routines provide a large set of operations useful for CHARMM. Routines exist for evaluating the various energy contributions which are called from numerous places in the program. Dynamic memory allocation is implemented as described below. A complete library of string manipulation routines is available for parsing and data manipulation. There are also routines for array manipulations, input/output, mathematical functions, etc. The availability of these routines makes developing CHARMM easier.

B. FORTRAN and FLECS

CHARMM is written in FLECS, which is an extension of FORTRAN. The language is upwardly compatible with FORTRAN-77 in most respects. The FLECS source code is converted to FORTRAN with the application of the FLECS preprocessor. The preprocessor is written using FORTRAN and
is easily transported. Versions of FLECS exist on a variety of computers including IBM 360 and 370 series, CDC 6600 and 7600 series, DEC PDP-10s, PDP-11s, and Intel 8080 microprocessors.

The additional capabilities afforded by FLECS are in the handling of control flow and the use of internal procedures within a subprogram. The control flow constructs in FLECS permit us to fo-rego the GOTO statement, which simplifies the more complex routines. The internal procedures are useful in making subprograms more modular without the cost of calling external subroutines.

C. Documentation

An essential aspect of the program is good documentation on how to use CHARMM and how it is written. The documentation on its usage currently comprises some 70,000 words of text stored in a hierarchical, on-line data base. General information on the implementation of CHARMM is also kept in this data base, but implementation details are kept in the code. CHARMM has about 5000 lines of text embedded in the comments. The use of FLECS reduces the documentation requirements of the code, as FLECS makes the control flow self-evident.

D. Dynamic Storage Allocation

The ability to allocate storage for arrays during the execution of a program is very valuable. There are many routines in CHARMM which require temporary or permanent array space based on the size of the system. Without dynamic array allocation, enormous amounts of virtual memory would be wasted because all the arrays would be allocated throughout an execution of CHARMM (when most would not be needed), and because their sizes would be at their maximum limits rather than appropriate to the actual needs. We have estimated that without dynamic storage allocation CHARMM’s virtual memory, requirements would exceed 10 megabytes. Such memory requirements would make a VAX into a single-user system.

Since FORTRAN does not provide dynamic storage allocation, we have implemented our own. There are two dynamic storage schemes used in CHARMM, a stack and a heap.

The stack is a data structure which consists of an array, called STACK, and an integer, the stack pointer. The stack pointer serves as an index into the array, giving the last location in stack which is in use. Initially, the stack pointer is set to zero. As storage is requested, space is allocated in one direction only. Storage is freed in inverse order to the way it was requested. When stack space is requested, the allocation routine adjusts the stack pointer and returns the index into the stack array of the word of the allocated storage. The program then can make direct reference into the stack array or, by using a subroutine call, one can map the space on the stack into an array of arbitrary type and name. Currently, the stack size is fixed at 100,000 words, and if the stack overflows, execution terminates. Generally, very large, temporary dynamic storage needs are met on the heap, because it has less constraints on its ultimate size.

The stack may be used for temporary work arrays needed only for the execution of a given subroutine. When the subroutine exits, the space is returned. In the event of nested subroutine calls where such storage is required, the nested execution of the subroutine will leave the stack in the same state it was in before it was called. Since the majority of dynamic storage allocation needs involve temporary storage, the stack is used heavily in CHARMM.

The heap provides permanent dynamic storage, as it allows an arbitrary order to the allocation and release of space. The heap consists of a large array, HEAP, and an integer. The integer, known as the free list pointer, gives the location in the heap of the head of a linked list which contains the unused storage in the heap. Initially, the free list is set so that the entire array is available. As space is requested and released, the free list is updated to indicate the current availability of storage. Data stored in the heap may be referenced in the same way as data on the stack. The initial size of the heap is set to 30,000 words. When it overflows, a request is made to the operating system for more space. Since the free storage need not be continuous, the space provided by the operating system can be easily linked into the free list. This machine dependency can be eliminated by increasing the static size of the heap to the anticipated requirements of a run.

E. Unified Data Structures

It is desirable to manipulate a large number of arrays and scalars as single entities in order to organize data and reduce the number of parameters that must be passed from one subroutine to another. For example, the routine which constructs
a specific comparison table would require roughly 500 parameters. In addition, it is desirable to allocate such arrays dynamically. We have developed a scheme for manipulating such data structures in FORTRAN where just two arrays represent a data structure consisting of an arbitrary number of arrays and scalars. The scheme also allows us to modify at will the size of any element in the data structure during execution.

The unified data structures are stored on the heap. To keep track of each element in the data structure, we use a pair of arrays, a base array, which stores the index into the heap of each element, and a length array, which stores the length. To associate each element of the base and length arrays with elements in a data structure, index variables are used. The name of an index variable is the name of the element; the value of the variable gives the index into the two arrays. Each data structure has its own set of index variables. To keep the values of these variables consistent from subroutine to subroutine, the index variables are kept in a common block and initialized before any data structures are used. By using an INCLUDE statement,* we can easily obtain the common blocks wherever they are needed and without error. If we require duplicate data structures, we need to create only another base and length array which have different names than the original. If we wish to change the size of our data structures, we allocate space on the heap for the newly sized data structure, copy everything into it, and return the space used by the old copy.

VIII. CONCLUDING DISCUSSION

CHARMM demonstrates that it is feasible to implement a molecular mechanics program with a wide variety of functions. It is general enough to treat efficiently a range of molecules from simple peptides to the hemoglobin tetramer, and systems from a single molecule to a full crystal composed of a protein and several hundred solvent molecules, while it simultaneously preserves the adaptability and maintainability essential to an academic environment where new projects and application requirements are frequently called for. In assessing the outcome of such a project, it is necessary to recognize the capabilities and limitations of the current theory. This section will present a brief discussion of a few of the applications of empirical energy function modeling and some of the issues involved in the choice of the potential energy function and the method of mechanical analysis. These considerations determine the types of calculation which may be profitably pursued at present and the limits in the application of these methods to other areas. We will conclude with a brief summary of some of the areas where theoretical developments are in progress to extend the capabilities of the program.

Empirical energy modeling and mechanical analysis give complete knowledge of the system under study, within the limits of the theory employed. There is an extensive experimental literature demonstrating the importance of molecular motion in the physiological, chemical, and physical properties of biological macromolecules. Frequently, these observations show that some form of motion must be present but give little information on the details of that motion. Explicit modeling is particularly useful in these cases, giving insight into the types of motion and mechanisms involved in the activity of macromolecules.

For example, the crystal structure of the myoglobin heme pocket does not permit sufficient clearance for the diffusion of ligand oxygen to the heme, but modeling studies showed that energetically feasible conformational distortions would permit facile diffusion into the site. In other cases, dynamical properties such as the rate of tyrosine ring flipping suggest significant motion that may be of interest. Although these motions are comparatively rare (10–100/s), they may be simulated using static or activated dynamical methods of analysis. Vibrational properties are easily and naturally analyzed in terms of normal coordinates. Solvation effects are also amenable to study and of particular interest in understanding the properties of biological molecules. In any of these examples, the approximations of the potential energy function and mechanisms employed in modeling will determine the reliability of the results.

The potential energy function chosen for CHARMM is based on internal coordinate and pairwise nonbond energy terms which allows it to be applied to either all-atom or extended-atom internal coordinate systems.
representations of macromolecules. The former is useful in systems with only a few heavy atoms. The latter greatly accelerates calculations on large systems because it reduces the number density of atomic centers by a factor roughly two and consequently the number of nonbonded contacts by a factor of 4. A simple Coulombic and 6–12 van der Waals term is used to calculate these nonbonded interactions, but even so they are the most time-consuming step in most calculations.

Several effects are neglected in this potential energy function. The harmonic form employed for the internal coordinate energies is a local approximation to the potential near minima. The functional form of the nonbond interaction neglects charge-induced dipole terms and the details of short-range repulsive interactions. Cross (valence) couplings between internal coordinate energies are neglected, and three-body polarization effects are not included. The form of the CHARMM potential energy reflects a balance of the requirements of computational efficiency and meaningful accuracy. There exist simpler and more restricted potentials (e.g., fixing internal degrees of freedom or neglecting electrostatic interactions) that are more efficient but less accurate, and more elaborate force fields and ab initio methods that are more accurate but too slow to apply to systems for which CHARMM was designed.

In most applications, the energy function is applied to an isolated system, in effect a vacuum phase calculation. The natural environment of most biological macromolecules is, however, aqueous solution where strong solvation forces are present. In some calculations, we include solvent molecules explicitly while in others we attempt to model some of the more important aspects of solvation by introducing electrostatic screening terms or constraints on surface atoms. The theory of aqueous solvation is at present an approximate one, and the quantitative accuracy of calculations involving solvation effects is limited by our knowledge in this area.

Three major types of mechanical analysis are routinely employed in CHARMM: molecular dynamics, energy minimization, and vibrational analysis. Dynamics is the explicit simulation of a molecule’s evolution in time over periods as long as 1 ns. This is sufficient for the analysis of local atomic fluctuations and some types of internal rearrangements and allows the calculation of entropic effects in well defined systems. Energy minimization methods are useful in finding local and, for small systems, global minimum-energy configurations. As the low temperature limiting structures, these are of interest both in themselves and as starting points for either dynamical or vibrational analysis. Minimization methods may be combined with internal or generalized coordinate constraints to study barrier crossing or internal rearrangement in systems where dynamical analysis may not be feasible. Energy minimization methods are limited in their application to large systems by the time required to achieve convergence, as well as the lack of methods to find the global minimum-energy configuration. The analysis of molecular vibrations is useful for many systems, although for macromolecules it may be of interest to extract only a fraction of all 3N – 6 vibrational modes. Through the combination of these methods, insight is being gained into the structure and flexibility and, consequently, the chemical properties of large molecular systems.

In addition to the mechanical analysis cited above, static structural analysis is a major use of the program. The information required varies widely, and a considerable effort has been placed on maximizing the flexibility of the analysis section.

Our work focuses on the chemistry of condensed phases, with particular emphasis on the study of macromolecular systems found in biology. The program has been employed in projects ranging from the exploration of macromolecular solvation to protein–DNA interactions and many associated studies of constituent small-molecule properties. The very large size and lack of symmetry of these systems presents us with challenging computational requirements. The methods developed to deal with these demands have application in other areas of theoretical (e.g., fluid and polymer mechanics) and experimental (e.g., crystallography, structure refinement, NMR, and other spectroscopy interpretation) study. By simulating biological macromolecules, we hope to improve our understanding of their properties and of the forces acting within them. Such knowledge will in turn help to elucidate their function and the mechanisms involved in macromolecular structure and assembly, binding site recognition, and specificity. Enzymes are among the most efficient and versatile catalysts known. The chemical and physical understanding of proteins gained through simulation will be directly applicable to understanding these unique catalysts. Combined molecular orbital and empirical energy function calculations are planned to examine the detailed interaction of molecular mechanics with electronic structure.
Nucleic acids and their transformations, which play an essential role in genetics, are being studied.

A version of CHARMM is available for distribution to non-profit institutions. Because the program is constantly evolving and continued testing by actual applications is required, the present EXPORT version has more limited capabilities than the program described in this article.
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APPENDIX 1

A Set of CHARMM Protein Parameters

The following tables give a complete set of parameters used by CHARMM to calculate the potential energy of a system of proteins using the explicit hydrogen representation for atoms. The units used are derived from a system where the angstrom (Å) is the unit of distance, kcal/mol is the unit of energy, and atomic mass unit (amu) is the unit of mass (the AMU system). The values correspond to PARAM4, the most recent parameter set.

### Atom Classification

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>Hydrogen which can hydrogen bond to neutral atom</td>
</tr>
<tr>
<td>NC</td>
<td>Hydrogen which can hydrogen bond to charged atom</td>
</tr>
<tr>
<td>HA</td>
<td>Aliphatic hydrogen</td>
</tr>
<tr>
<td>CA</td>
<td>Aliphatic carbon</td>
</tr>
<tr>
<td>C</td>
<td>Carbonyl carbon</td>
</tr>
<tr>
<td>CH</td>
<td>An extended atom carbon with one hydrogen</td>
</tr>
<tr>
<td>CH2</td>
<td>An extended atom carbon with two hydrogens</td>
</tr>
<tr>
<td>CH3</td>
<td>An extended atom carbon with three hydrogens</td>
</tr>
<tr>
<td>N</td>
<td>A peptide nitrogen with no hydrogens attached</td>
</tr>
<tr>
<td>NH</td>
<td>A nitrogen in an aromatic ring with no hydrogens</td>
</tr>
<tr>
<td>HH</td>
<td>A peptide nitrogen</td>
</tr>
<tr>
<td>NS1</td>
<td>An extended atom peptide nitrogen with one hydrogen</td>
</tr>
<tr>
<td>NS2</td>
<td>An extended atom peptide nitrogen with two hydrogens</td>
</tr>
<tr>
<td>NS3</td>
<td>An extended atom peptide nitrogen with three hydrogens</td>
</tr>
<tr>
<td>NC2</td>
<td>An extended atom charged guanidinum nitrogen with two hydrogens</td>
</tr>
<tr>
<td>NH1</td>
<td>A peptide nitrogen bound to one hydrogen</td>
</tr>
<tr>
<td>NH2</td>
<td>A peptide nitrogen bound to two hydrogens</td>
</tr>
<tr>
<td>NH3</td>
<td>A nitrogen bound to three hydrogens</td>
</tr>
<tr>
<td>O</td>
<td>Carbonyl oxygen</td>
</tr>
<tr>
<td>OC</td>
<td>Carboxy oxygen</td>
</tr>
<tr>
<td>CB1E</td>
<td>Extended amino hydroxyl oxygen</td>
</tr>
<tr>
<td>CB2E</td>
<td>Extended amino water</td>
</tr>
<tr>
<td>CB3</td>
<td>Hydroxyl oxygen</td>
</tr>
<tr>
<td>CH2</td>
<td>Water oxygen</td>
</tr>
<tr>
<td>S</td>
<td>Sulfur</td>
</tr>
<tr>
<td>SB1E</td>
<td>Extended atom sulphur with one hydrogen</td>
</tr>
<tr>
<td>FE</td>
<td>Iron (as in heme)</td>
</tr>
</tbody>
</table>

In order to go from a set of atoms representing a term to the appropriate parameters, the atoms that CHARMM manipulates are chemically classified. The previous table gives the current classification of atoms.
### Torsion Angle Parameters: $E_\phi = |k_\phi| - k_\phi \cos(n\phi)$

<table>
<thead>
<tr>
<th>Bond</th>
<th>Potential</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH2E - CH2E</td>
<td>CH1E - CH2E</td>
<td>10.0</td>
</tr>
<tr>
<td>CH1E - CH2E</td>
<td>CH1E - H1</td>
<td>10.0</td>
</tr>
<tr>
<td>CH2E - CH2E</td>
<td>CH1E - H1</td>
<td>10.0</td>
</tr>
<tr>
<td>CH1E - CH2E</td>
<td>CH1E - H1</td>
<td>10.0</td>
</tr>
<tr>
<td>CH2E - CH2E</td>
<td>CH1E - H1</td>
<td>10.0</td>
</tr>
<tr>
<td>CH1E - CH2E</td>
<td>CH1E - H1</td>
<td>10.0</td>
</tr>
<tr>
<td>CH2E - CH2E</td>
<td>CH1E - H1</td>
<td>10.0</td>
</tr>
<tr>
<td>CH1E - CH2E</td>
<td>CH1E - H1</td>
<td>10.0</td>
</tr>
<tr>
<td>CH2E - CH2E</td>
<td>CH1E - H1</td>
<td>10.0</td>
</tr>
<tr>
<td>CH1E - CH2E</td>
<td>CH1E - H1</td>
<td>10.0</td>
</tr>
</tbody>
</table>

### Improper Torsion Parameters: $E_\omega = k_{\omega}(\omega - \omega_0)^2$

<table>
<thead>
<tr>
<th>Potential</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH1E - CH2E - H1 - CH1E</td>
<td>90.0</td>
</tr>
</tbody>
</table>

### Nonbonded Parameters

The number of nonbonded parameters, $A_{ij}$ and $B_{ij}$, is equal to $N(N + 1)/2$, where $N$ is the number of atom types.
Since this parameter set is defined in terms of 28 atom types, there are 406 nonbonded parameters. Rather than include them, we shall show how they are generated.

The values for $A_{ij}$ and $B_{ij}$ in the nonbonded term is given by the following equation due to Slater and Kirkwood\cite{slater46a}

$$B_{ij} = \frac{3}{2} \frac{1}{4\pi\varepsilon_0} \left( \frac{e}{N_j} \right)^{1/2} \frac{e}{A_{ij} \alpha_i \alpha_j} \left( \frac{N_i}{N_j} \right)^{1/2}$$

$$A_{ij} = \frac{1}{2} B_{ij} (R_i + R_j)^6 \quad (A1)$$

$i,j$ two atoms in an nonbonded interaction
$\varepsilon_0$ permittivity of vacuum
$e$ electron charge
$h$ Planck's constant
$m_e$ electron rest mass
$\alpha_i$ polarizability
$N_i$ effective number of outer shell electrons
$R_i$ van der Waals radius

The values for $\alpha_i$, $N_i$, and $R_i$ used by CHARMM are given in the table below.

<table>
<thead>
<tr>
<th>Atom</th>
<th>$\alpha_i$</th>
<th>$N_i$</th>
<th>$R_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>1.4500</td>
<td>5.0</td>
<td>1.800</td>
</tr>
<tr>
<td>CH</td>
<td>1.5300</td>
<td>6.0</td>
<td>1.800</td>
</tr>
<tr>
<td>CH2</td>
<td>1.7700</td>
<td>7.0</td>
<td>1.900</td>
</tr>
<tr>
<td>CH2E</td>
<td>1.7700</td>
<td>8.0</td>
<td>1.900</td>
</tr>
<tr>
<td>CH3E</td>
<td>2.0500</td>
<td>9.0</td>
<td>2.000</td>
</tr>
<tr>
<td>CH3E</td>
<td>2.0500</td>
<td>10.0</td>
<td>2.000</td>
</tr>
<tr>
<td>C2</td>
<td>0.9800</td>
<td>11.0</td>
<td>2.000</td>
</tr>
<tr>
<td>C2</td>
<td>0.9800</td>
<td>12.0</td>
<td>2.000</td>
</tr>
<tr>
<td>C2</td>
<td>0.9800</td>
<td>13.0</td>
<td>2.000</td>
</tr>
<tr>
<td>C2</td>
<td>0.9800</td>
<td>14.0</td>
<td>2.000</td>
</tr>
<tr>
<td>C2</td>
<td>0.9800</td>
<td>15.0</td>
<td>2.000</td>
</tr>
<tr>
<td>C2</td>
<td>0.9800</td>
<td>16.0</td>
<td>2.000</td>
</tr>
<tr>
<td>C2</td>
<td>0.9800</td>
<td>17.0</td>
<td>2.000</td>
</tr>
<tr>
<td>C2</td>
<td>0.9800</td>
<td>18.0</td>
<td>2.000</td>
</tr>
<tr>
<td>H</td>
<td>0.0000</td>
<td>19.0</td>
<td>2.000</td>
</tr>
<tr>
<td>H</td>
<td>0.0000</td>
<td>20.0</td>
<td>2.000</td>
</tr>
<tr>
<td>H</td>
<td>0.0000</td>
<td>21.0</td>
<td>2.000</td>
</tr>
<tr>
<td>H</td>
<td>0.0000</td>
<td>22.0</td>
<td>2.000</td>
</tr>
<tr>
<td>H</td>
<td>0.0000</td>
<td>23.0</td>
<td>2.000</td>
</tr>
<tr>
<td>H</td>
<td>0.0000</td>
<td>24.0</td>
<td>2.000</td>
</tr>
<tr>
<td>H</td>
<td>0.0000</td>
<td>25.0</td>
<td>2.000</td>
</tr>
<tr>
<td>H</td>
<td>0.0000</td>
<td>26.0</td>
<td>2.000</td>
</tr>
<tr>
<td>H</td>
<td>0.0000</td>
<td>27.0</td>
<td>2.000</td>
</tr>
</tbody>
</table>

Hydrogen Bond Parameters

<table>
<thead>
<tr>
<th>Donor</th>
<th>Acceptor</th>
<th>$E_{\text{min}}$</th>
<th>$R_{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nitrogen</td>
<td>Nitrogen</td>
<td>-3.00</td>
<td>3.0</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>Oxygen</td>
<td>-3.50</td>
<td>2.9</td>
</tr>
<tr>
<td>Oxygen</td>
<td>Nitrogen</td>
<td>-4.00</td>
<td>2.85</td>
</tr>
<tr>
<td>Oxygen</td>
<td>Oxygen</td>
<td>-4.25</td>
<td>2.75</td>
</tr>
</tbody>
</table>

Note that electrostatic interactions computed separately from this term increase the magnitude of the hydrogen bond minimum energy significantly.

APPENDIX 2

A Sample CHARMM Run

An example of the use of CHARMM is presented in this appendix. In Sec. 1 below, we give the complete input file used for this example, and in the sections which follow, we present highly edited outputs that were generated by the commands. The outputs are given in the same order they appear in the command file. The run requires 48 min of CPU time on a VAX 11/780 with a floating point accelerator running in batch mode.

1. Sample Input File for CHARMM

The following is a sample input file for CHARMM that includes the information necessary to build an alanine dipeptide (which is illustrated in Fig. 3), explore the phi-psi surface with constrained minimizations, run 5 ps of dynamics trajectory and analyze the results of these calculations. Figure 4 is a contour plot of the phi-psi energy surface which was generated from the output of this run. Parameters are read from a file whose contents is given in Appendix 1.

---

Figure 3. Structure of the alanine dipeptide, methyl alanyl acetamide.

---

Figure 4. Contour plot of the potential energy for the alanine dipeptide as a function of the backbone dihedral angles phi and psi. The data were taken from the 12-point \times 12-point example run presented in Appendix 2 and interpolated using cubic splines in both dimensions to a resolution of 50 points \times 50 points. Contour levels are drawn at 1-kcal/mol intervals from the minimum-energy point in the raw data.

---

* This input file builds a methyl alanyl acetamide and uses:
  * minimization to generate an adiabatic phi-psi surface.
  * compares the molecule with and without electrostatic interactions.
2. Minimization Output from the First Point of the Phi-Psi Surface

An example of the information generated by CHARMMM during a minimization is given below. In this run, output is generated every twentieth step. The first column shows that the minimization ran 80 cycles with 82 energy evaluations. The next columns provide some information on the minimization routine. Newton-Raphson steps were successful at each point listed. The algorithm was using information from the last five steps to compute new steps, and the second derivative matrix was maintaining a full...
rank of five. The total energy of the system decreased from 201 to −1.56 kcal/mol and the gradient decreased from 109 to 0.025 kcal/mol−Å. The step size decreased to 0.0002 Å/coordinate. Individual energy terms are listed in the right-hand columns.

| Cyclic Energy | Delta E | Gradient | Bond Dipolar | vdW Bond | Bond |
|---------------|---------|----------|--------------|----------|------|--------|
| 0 203.6973   | 0       | 0.0025   | 0.696      | 0.015 | -0.243  |
| 1 203.6973   | 1       | 0.0035   | 0.132      | 0.002  | 0.000   |
| 2 203.6973   | 2       | 0.0045   | 0.143      | 0.002  | 0.000   |
| 3 203.6973   | 3       | 0.0054   | 0.155      | 0.002  | 0.000   |
| 4 203.6973   | 4       | 0.0064   | 0.167      | 0.002  | 0.000   |
| 5 203.6973   | 5       | 0.0074   | 0.179      | 0.002  | 0.000   |
| 6 203.6973   | 6       | 0.0084   | 0.191      | 0.002  | 0.000   |
| 7 203.6973   | 7       | 0.0094   | 0.203      | 0.002  | 0.000   |
| 8 203.6973   | 8       | 0.0104   | 0.215      | 0.002  | 0.000   |
| 9 203.6973   | 9       | 0.0114   | 0.227      | 0.002  | 0.000   |

3. Vibrational Analysis of the Minimum

The output generated by CHARMM in analyzing the vibrational properties of the minimum on the phi–psi surface is given below. The constructed coordinates were minimized first using ABNR to get close to the minimum and then using two steps of Newton–Raphson yielding a final gradient of less than 5.0 × 10⁻⁶ kcal/mol−Å-coordinate. The internal coordinates at the minimum are listed (see Sec. IV A for the interpretation of the columns). The next section is a vibrational analysis. The energy is evaluated with its second derivatives and the full second-derivative matrix is diagonalized. The 36 normal mode frequencies are listed (including 6 rotation and translation modes at near zero frequencies). The final section lists more details about the two lowest internal modes including the mixing with rotation/translational modes, and the internal coordinate displacements that would occur in exciting each mode to 300° K. It is easily seen that the lowest internal mode of the system is primarily a rotation of the psi torsion, and the second is primarily rotation of phi.

Vibrational Analysis of the -78.12 Minimum

Energy Gradient

Bond Dipolar | vDW H bond | Improper | elec. cons. |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>-4.5483</td>
<td>0.0000</td>
<td>0.109</td>
<td>-0.252</td>
</tr>
<tr>
<td>-7.464</td>
<td>0.031</td>
<td>-5.310</td>
<td></td>
</tr>
</tbody>
</table>

Normal Mode Frequencies (cm⁻¹)

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.177</td>
<td>2</td>
<td>-0.104</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>-0.089</td>
<td>4</td>
<td>0.069</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>0.092</td>
<td>6</td>
<td>-0.093</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>-0.089</td>
<td>8</td>
<td>0.069</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>0.092</td>
<td>10</td>
<td>-0.093</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>-0.089</td>
<td>12</td>
<td>0.069</td>
<td>13</td>
</tr>
<tr>
<td>7</td>
<td>0.092</td>
<td>14</td>
<td>-0.093</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>-0.089</td>
<td>16</td>
<td>0.069</td>
<td>17</td>
</tr>
<tr>
<td>9</td>
<td>0.092</td>
<td>18</td>
<td>-0.093</td>
<td>19</td>
</tr>
<tr>
<td>10</td>
<td>-0.089</td>
<td>20</td>
<td>0.069</td>
<td>21</td>
</tr>
</tbody>
</table>

4. Comparison of Structures Minimized with and without Electrostatics

This section compares the minimum-energy structures with and without the electrostatic term in the potential. First, the internal coordinates are compared showing that even in the neutral dipeptide, significant perturbations occur when electrostatics are neglected. The nature of these distortions is analyzed by preparing a scatter plot of the change in atom energy against the change in position. The energetic changes are seen to be not well correlated to the coordinate displacements.

Differences in Internal Coordinates

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td>2</td>
<td>0.000</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>0.000</td>
<td>4</td>
<td>0.000</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>6</td>
<td>0.000</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>0.000</td>
<td>8</td>
<td>0.000</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>0.000</td>
<td>10</td>
<td>0.000</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>0.000</td>
<td>12</td>
<td>0.000</td>
<td>13</td>
</tr>
<tr>
<td>7</td>
<td>0.000</td>
<td>14</td>
<td>0.000</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>0.000</td>
<td>16</td>
<td>0.000</td>
<td>17</td>
</tr>
<tr>
<td>9</td>
<td>0.000</td>
<td>18</td>
<td>0.000</td>
<td>19</td>
</tr>
<tr>
<td>10</td>
<td>0.000</td>
<td>20</td>
<td>0.000</td>
<td>21</td>
</tr>
</tbody>
</table>

Coordinate Matching

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td>2</td>
<td>0.000</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>0.000</td>
<td>4</td>
<td>0.000</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>6</td>
<td>0.000</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>0.000</td>
<td>8</td>
<td>0.000</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>0.000</td>
<td>10</td>
<td>0.000</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>0.000</td>
<td>12</td>
<td>0.000</td>
<td>13</td>
</tr>
<tr>
<td>7</td>
<td>0.000</td>
<td>14</td>
<td>0.000</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>0.000</td>
<td>16</td>
<td>0.000</td>
<td>17</td>
</tr>
<tr>
<td>9</td>
<td>0.000</td>
<td>18</td>
<td>0.000</td>
<td>19</td>
</tr>
<tr>
<td>10</td>
<td>0.000</td>
<td>20</td>
<td>0.000</td>
<td>21</td>
</tr>
</tbody>
</table>
5. Output from Dynamics

An example of the output generated by CHARM in doing dynamics is now presented. The run begins by assigning the velocities, zeroing out rotation and translation components, and beginning integration using the Verlet algorithm. The first 100 steps (0.1 ps) of the run are shown along with a summary of the averages and fluctuations in the various energy components. No kinetic energy is listed for the first step because the integrator is being initialized.

<table>
<thead>
<tr>
<th>TIME (ps)</th>
<th>TOTAL E</th>
<th>FINAL KE</th>
<th>FINAL PE</th>
<th>Temperature</th>
<th>Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>-6.550</td>
<td>434.764</td>
</tr>
<tr>
<td>20 2</td>
<td>0.02000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>-6.550</td>
<td>434.764</td>
</tr>
<tr>
<td>40 4</td>
<td>0.04000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>-6.550</td>
<td>434.764</td>
</tr>
<tr>
<td>60 6</td>
<td>0.06000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>-6.550</td>
<td>434.764</td>
</tr>
<tr>
<td>80 8</td>
<td>0.08000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>-6.550</td>
<td>434.764</td>
</tr>
<tr>
<td>100 10</td>
<td>0.10000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>-6.550</td>
<td>434.764</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AVERAGES FOR THE LAST 100 STEPS:</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 10</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>7.26955</td>
</tr>
<tr>
<td>7.015</td>
</tr>
<tr>
<td>0.040</td>
</tr>
<tr>
<td>252.193</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AVG FLUCTUATIONS FOR STEPS:</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
<tr>
<td>0.00000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DERIVATIVE (LAST-TOTAL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3.20387</td>
</tr>
<tr>
<td>VELOCITIES HAVE BEEN SCALING</td>
</tr>
<tr>
<td>1.1747</td>
</tr>
<tr>
<td>OLD TEMPERATURE</td>
</tr>
<tr>
<td>-26.3592</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CORR. COEFFICIENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.28934000</td>
</tr>
<tr>
<td>NEW TEMPERATURE</td>
</tr>
<tr>
<td>-373.163</td>
</tr>
</tbody>
</table>

6. Analysis of the Dynamical Averaged Coordinates

We now present a comparison of the dynamics average coordinates to the minimized coordinates. First, a list of the atom displacements is printed followed by a list of the difference in atom energies. Note that the dynamics average structure energy are consistently higher than the minimized structure.

APPENDIX 3

Execution Time of Representative Tasks

<table>
<thead>
<tr>
<th>Task</th>
<th>Arg-Pro</th>
<th>Dipeptide</th>
<th>PTI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>Gen</td>
<td>Energy</td>
<td>Normal-mode</td>
</tr>
<tr>
<td></td>
<td>5.22 s</td>
<td>0.1 s</td>
<td>33.9 s</td>
</tr>
<tr>
<td></td>
<td>21.5 min</td>
<td>= 24 h</td>
<td>= 13 h</td>
</tr>
<tr>
<td></td>
<td>41.0 s</td>
<td>11.8 min</td>
<td></td>
</tr>
</tbody>
</table>

The CPU times listed for the various tasks were measured for CHARM version 16 running on a VAX 11/780 with a floating point accelerator and version 2.5 of VAX/VMS. The explicit hydrogen topology file was used to generate the two structures. The structure of PTI (bovine pancreatic trypsin inhibitor) contains 580 atoms, including hydrogen bonding hydrogens. The dipeptide, Arg-Pro, which contains 27 atoms, was constructed using the first two residues of PTI. In both cases, the nonbonded cutoff distance was 7.5 Å and the hydrogen bond cutoffs were 4.5 Å and 90°. Approximately 24,000 nonbonded pairs were present in PTI and 200 in Arg-Pro. The electrostatic potential was computed using the distance-dependent dielectric constant.
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